Logo Recognition by Combining Deep Convolutional Models in a Parallel Structure
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Abstract—In this paper, a new approach is proposed for logo recognition using deep convolutional neural networks. Precise recognition of logos is of high importance in several applications like intelligent traffic control systems and copyright infringement. To enhance the efficiency of logo recognition, we have employed several strategies. In the first strategy, pre-trained deep models are employed for deep feature extraction and classification using the Support Vector Machine (SVM) classifiers. In the second strategy, existing pre-trained deep models are modified for logo recognition after transfer learning and fine-tuning. Finally, fine-tuned models are employed in a parallel structure to enhance the efficiency of logo recognition. We tested the proposed structures with Logos32-plus dataset and the results showed that combining fine-tuned deep models using a voting algorithm gives rise to the best recognition rate of 98.4%. The comparison of results of the proposed structure with a state-of-art deep approach for logo recognition shows the efficiency of the proposed approach.
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I. INTRODUCTION

Logo recognition is one of the most important tasks in machine vision. It spans a wide range of applications like intelligent traffic control, copyright infringement and brand recognition in marketing and social media on the Internet. Traditionally logo recognition has been addressed by the handcrafted features and shallow classifiers. For instance, Kalantidis et al. introduced a triangulation-based scalable logo recognition algorithm [1]. They used a bag-of-words model that groups features in triples using multi-scale Delaunay triangulation. They extracted a simple signature for each triangle that incorporates both visual appearance and local geometry. They used Speeded Up Robust Features (SURF) algorithm [2] to extract scale invariant local features. In [3] an algorithm was proposed to recognize vehicle logos that is based on an optimized Scale-Invariant Feature Transform (SIFT)-based feature-matching scheme. It was shown that the enhanced matching approach increases the recognition accuracy in comparison with the standard SIFT-based feature-matching method. Pornpanomchai et al. proposed a logo recognition system to identify company logos [4]. This method uses simple features based on average RGB values and the histogram of edge points. Then a pattern matching algorithm is used for logo recognition. Romberg et al. leveraged the spatial layout of local features detected in the logo images for scalable logo recognition in the real-world images [5]. They extracted local descriptors using SIFT algorithm [6] derived from hessian-affine interest points [7]. Lei et al. introduced an approach for the classification of merchandise logos [8]. They leveraged a combination of local edge-based DAISY descriptor, spatial histogram, and salient region detection algorithm to enhance the efficiency of logo recognition.

Logo recognition using handcrafted feature needs feature engineering and the proper selection of features. Furthermore, scale and rotation invariant features should be extracted to bring scale and rotation invariant recognition property. However, extraction and matching scale and rotation invariant features are computationally expensive in general.

Machine vision algorithms are in transition from traditional approaches to modern methods. Recently deep learning models have revolutionized progress in machine vision. Deep Convolutional Neural Networks (DCNNs) use hierarchical learning strategy. Every layer in a deep network learns a feature of the image. Bottom layers in deep network learn low-level features like edge and color features while top layers represent high-level features. The fully connected layer at the end of network generates the feature map and works as a classifier. Finally, a softmax layer produces the score of each class in classification.

Recently, several deep learning approaches have been proposed to solve existing machine vision problems. For instance, deep models have been widely employed in various applications of machine vision, such as image classification [9], object detection [10, 11], image retrieval [12], graph mining [13], fingerprint spoofing detection [14], semantic segmentation [15], and translating video and images to natural language [16, 17].

Recently deep models have been successfully adopted for logo recognition and classification. Bianco et al. adopted a deep model for logo recognition [18]. Their model pipeline comprises a logo region proposal that is followed by a Convolutional Neural Network (CNN). Eggert et al. leveraged pre-trained deep CNNs for feature extraction and used a set of SVMs for the classification of the extracted features [19]. In
In this study, new algorithms are proposed for logo recognition using DCNNs. In the proposed algorithm three different strategies are used for efficient logo recognition. In the first strategy, the pre-trained deep models are used for deep feature extraction. Then logos are recognized by a trained Support Vector Machine (SVM) classifier. In the second strategy, transfer learning concept is used to fine-tune some pre-trained deep models for logo recognition. Finally, the fine-tuned deep models are used in a parallel structure to obtain more efficient logo recognition deep model.

This paper is organized as follows. In the next section, the proposed algorithms for logo recognition are described. Section III presents the results of experiments and the comparison of the proposed method with an existing state-of-the-art algorithm. Finally, we conclude the paper in Section IV.

II. PROPOSED METHODS

In this paper, new structures based on deep models are proposed for logo recognition. Deep models need a large number of images for training. To counter the problem, we adopted the well-known pre-trained deep models for logo recognition. We use three strategies for logo recognition: 1- logo recognition using deep features, 2- fine-tuning the pre-trained DCNNs, and 3- combining fine-tuned DCNNs in a parallel structure.

A. Logo Recognition using Deep Features

Although DCNNs are used for combined feature extraction and classification, the outputs of various layers can be used as the features of the input image. Generally, the last layer of DCNN is a softmax layer that produces the score of each class of classification. The last fully connected layer before the softmax layer also generates a feature map that works as a classifier. Other layers of a DCNN can be used for feature extraction. Generally, the top layers of a DCNN are responsible for the high-level classification outputs while the bottom layers generate low-level features. Therefore; we adopted the output of the last layer before the classification fully connected layer for the feature extraction. We used five well-known and pre-trained DCNNs for feature extraction: 1- AlexNet [9], 2- VGG-16 [21], 3- VGG-19 [21], 4- GoogLeNet [22], and 5- ResNet [23]. Table I describes the layer number and the dimension of features that are used logo recognition in the proposed algorithm.

We use SVM classifiers to categorize the extracted deep features and recognize logos. SVM is a binary classifier that categorizes the deep features by finding a decision plane or hyperplane. SVM classifiers adopt different kernel functions such as linear, polynomial, radial basis function (RBF) and sigmoid. We experimentally use the linear kernel to categorize deep features and recognize logos. SVM is inherently a binary classifier; multi-class logo recognition can be solved by using two basic strategies:

- One-against-all approach: for an m-class logo recognition m SVMs are trained. Each SVM separates a single class from all other classes.
- One-against-one approach: for an m-class logo recognition m(m-1)/2 SVMs are trained. Each of the SVMs separates two of the classes from each other.

One-against-one approach needs a high number of SVM classifiers for training. Therefore one-against-all approach is used in this study for logo recognition.

TABLE I. THE LAYER NUMBER AND THE DIMENSION OF FEATURES THAT ARE USED FOR LOGO RECOGNITION.

<table>
<thead>
<tr>
<th>Pre-trained DCNN</th>
<th>Layer number for feature extraction</th>
<th>Feature dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>Layer 20</td>
<td>4096</td>
</tr>
<tr>
<td>VGG-16</td>
<td>Layer 37</td>
<td>4096</td>
</tr>
<tr>
<td>VGG-19</td>
<td>Layer 42</td>
<td>4096</td>
</tr>
<tr>
<td>GoogLeNet</td>
<td>Layer 152</td>
<td>1024</td>
</tr>
<tr>
<td>ResNet</td>
<td>Layer 174</td>
<td>2048</td>
</tr>
</tbody>
</table>

B. Fine-tuning Pre-trained DCNNs

Training a DCNN with millions of parameters needs a large number of images. DCNNs like AlexNet are trained with subsets of ImageNet database [24]. However, existing logo databases do not include enough number of logo images for training a DCNN. To counter the problem, the concept of transfer learning can be adopted to transfer the knowledge of a pre-trained DCNN to a different but related DCNN. To this intent, we fine-tuned well-known and pre-trained DCNNs for logo recognition. The pre-trained DCNNs like AlexNet are generally trained by 1000-class subsets of ImageNet database. To fine-tune this DCNN for logo recognition, we remove the final 1000-way softmax and fully connected layers and replace them with new N-way softmax and fully connected layers, where N is the number of logo classes. The weights for the new fully connected layer should be initialized randomly. We initialize new weights by Xavier approach [25]. Xavier initialization causes the variance of feature maps to remain the same while passing through the various layers of a DCNN. Finally, the modified DCNN is trained with logo database using Stochastic Gradient Descent (SGD) approach. We fine-tuned five pre-trained DCNNs for logo recognition. comprising 1- AlexNet [9], 2- VGG-16 [21], 3- VGG-19 [21], 4- GoogLeNet [22], and ResNet [23].

It is important to note that the GoogLeNet DCNN employs two auxiliary classifiers that are connected to intermediate layers to handle the problem of vanishing gradient. To fine-tune GoogLeNet for logo recognition the softmax and last fully connected layers of these two layers must be redesigned for the logo recognition task. During the retraining process, the losses of two auxiliary classifiers are added to the main loss of the network with a discount weight of 0.3.

C. Combining Fine-tuned DCNNs

The aim of combining fine-tuned DCNNs is to enhance the efficiency of logo recognition by merging the feature maps of two or several DCNNs. Fig. 1 illustrates the proposed parallel structure for combining GoogLeNet and ResNet DCNNs. To parallelize GoogLeNet and ResNet DCNNs, the last fully connected and softmax layers of fine-tuned GoogLeNet and ResNet DCNNs are removed. Then the feature maps of modified GoogLeNet and ResNet models are merged by a concatenate layer to produce a feature map with a dimension of...
The concatenate layer is followed by Rectified Linear Unit (ReLU), fully connected, and softmax layers. Here N-way fully connected and softmax layers are adopted where N is the numbers logo classes. We initialize new weights by Xavier approach and retrain the network with logo database and SGD approach.

In the second approach, the three fine-tuned DCNNs are combined using a voting algorithm. Fig. 2 shows the structure of the combined network using a voting algorithm. In this structure, the output of three fine-tuned DCNNs including ResNet, GoogLeNet, and VGG-16 are combined using a voting algorithm as follows:

- If two or three of DCNNs produce the same label, this label is considered as the output label.
- When the output labels of three DCNNs are different, the output label is determined based on the maximum score approach.

III. EXPERIMENTAL RESULTS

We tested the proposed structures in MATLAB environment using MatConvNet library [26] and NVIDIA Quadro P5000 GPU. To test the proposed structures and compare the results with a state-of-the-art approach, Logos-32plus database [18] is used. Logos-32plus dataset is an extension of FlickrLogos-32 dataset [5] with 32 different logo brands and 12312 logo instances. We use 50% of logo instances for train and the remaining logos for validation.

Table II shows the accuracy of logo recognition using deep features and SVM classifiers. We experimentally use SVM classifiers with linear kernels and one-against-all approach. The results of Table II show that the deep features extracted using ResNet DCNN achieve the best recognition accuracy of 97.20%.

![Fig. 1. The proposed parallel structure for combining GoogLeNet and ResNet DCNNs](image1.png)

![Fig. 2. Combining modified ResNet, GoogLeNet, and VGG-16 DCNNs using a voting algorithm.](image2.png)

<table>
<thead>
<tr>
<th>Pre-trained DCNN</th>
<th>Feature dimension</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>4096</td>
<td>94.14%</td>
</tr>
<tr>
<td>VGG-16</td>
<td>4096</td>
<td>91.88%</td>
</tr>
<tr>
<td>VGG-19</td>
<td>4096</td>
<td>91.15%</td>
</tr>
<tr>
<td>GoogLeNet</td>
<td>1024</td>
<td>95.63%</td>
</tr>
<tr>
<td>ResNet</td>
<td>2048</td>
<td>97.20%</td>
</tr>
</tbody>
</table>

Table III shows various parameters for the training of modified DCNNs and the parallel structure of Fig. 1. Table IV illustrates the accuracy of logo recognition using the proposed approaches and the method of Bianco et al. [18]. The results of Table IV show that combining modified ResNet, GoogLeNet, and VGG-16 DCNNs using voting algorithm results in the highest accuracy among the proposed methods. The results of Table 4 indicate that the accuracy of 98.40% can be obtained by using the proposed voting structure. Furthermore, the comparison of the results of the proposed voting structure with Bianco et al. method [18] shows that the proposed voting structure enhances the accuracy up to 2.6%.

Fig. 3 shows sample logo images that are correctly recognized by the proposed algorithm. Fig. 5 illustrates sample falsely recognized logo images by the proposed algorithm. The results of Fig. 5 reveal that the main sources of errors are related to unclear and rotated logo images.
IV. Conclusions

In this study, three different structures were proposed for logo recognition. In the first strategy, deep features extracted by pre-trained deep models and SVM classifiers were employed for logo recognition. Our results showed that the deep features extracted using ResNet DCNN achieve the best recognition accuracy of 97.20%. In the second strategy, existing pre-trained deep models were modified for logo recognition. The results of logo recognition using Logos32-plus dataset showed that the modified and fine-tuned VGG-16 model achieves the highest accuracy of 98.30%. Finally, fine-tuned models are employed in a parallel structure to enhance the efficiency of logo recognition. The experimental results showed that the accuracy of 98.40% can be obtained by using the proposed voting structure. Furthermore, the comparison of the results of the proposed voting structure with Bianco et al. method [18] showed that the proposed voting structure enhances the accuracy up to 2.6%.

Fig. 3. The error of logo recognition versus training epochs for the train and validation data: (a) modified AlexNet structure, (b) modified VGG-16, (c) modified VGG-19, (d) modified GoogLeNet, (e) modified ResNet, and (f) the parallel structure of Fig. 1.
TABLE III. VARIOUS PARAMETERS FOR THE TRAINING OF MODIFIED DCNNs AND THE PARALLEL STRUCTURE OF FIG. 1.

<table>
<thead>
<tr>
<th>DCNN</th>
<th>Training approach</th>
<th>Weight Initialization</th>
<th>Learning rate</th>
<th>Weight Decay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modified AlexNet structure</td>
<td>SGD</td>
<td>Xavier</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Modified VGG-16 structure</td>
<td>SGD</td>
<td>Xavier</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>Modified VGG-19 structure</td>
<td>SGD</td>
<td>Xavier</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Modified GoogLeNet structure</td>
<td>SGD</td>
<td>Xavier</td>
<td>0.0005</td>
<td>0.1</td>
</tr>
<tr>
<td>Modified ResNet structure</td>
<td>SGD</td>
<td>Xavier</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>The parallel structure of Fig. 1</td>
<td>SGD</td>
<td>Xavier</td>
<td>0.0005</td>
<td>0.1</td>
</tr>
</tbody>
</table>

TABLE IV. THE ACCURACY OF LOGO RECOGNITION USING THE PROPOSED APPROACHES AND THE METHOD OF BIANCO ET AL. [18].

<table>
<thead>
<tr>
<th>DCNN</th>
<th>Accuracy (%)</th>
<th>Objective function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modified AlexNet structure</td>
<td>96.40</td>
<td>0.18</td>
</tr>
<tr>
<td>Modified VGG-16 structure</td>
<td>98.30</td>
<td>0.08</td>
</tr>
<tr>
<td>Modified VGG-19 structure</td>
<td>98.20</td>
<td>0.1</td>
</tr>
<tr>
<td>Modified GoogLeNet structure</td>
<td>95</td>
<td>0.01</td>
</tr>
<tr>
<td>Modified ResNet structure</td>
<td>98</td>
<td>0.08</td>
</tr>
<tr>
<td>The parallel structure of Fig. 1</td>
<td>97.30</td>
<td>0.09</td>
</tr>
<tr>
<td>Combined structure of Fig. 2 (Voting structure)</td>
<td>98.40</td>
<td>-</td>
</tr>
<tr>
<td>Bianco et al. method [18]</td>
<td>95.8</td>
<td>-</td>
</tr>
</tbody>
</table>
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