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Abstract—The recognition of handwritten characters and 

digits is an important and challenging issue in OCR algorithms. 

This article presents a new method in which cluster based 

weighted support vector machine is used for the classification 

and recognition of Farsi handwritten digits that is reasonably 

robust against rotation and scaling. In the proposed algorithm, 

after applying the necessary preprocessing on the digits images, 

the required features are extracted using principle component 

analysis (PCA) and linear discrimination analysis (LDA) 

algorithms.  The extracted features are then classified using a 

new classification algorithm called cluster based weighted SVM 

(CBWSVM). We tested the proposed algorithm with a database 

containing 7600 handwritten digits with and without rotation 

and the results showed the recognition rate of 96.5% in digits 

without rotation and 95.6% in digits with rotation of the 15 

degrees. The comparison of the results with those of other 

methods showed the efficiency of the proposed algorithm. 

 
Index Terms—CBWSVM, Clustering, Handwritten digit 

recognition, PCA, PCA-LDA . 

 

I. INTRODUCTION 

ODAY, high volume of available printed and paper 

documents are converted to digital image documents by 

the use of scanners or cameras. Storage, retrieval and 

efficient management of these image documents are very 

important in many applications, such as office automation 

and digital libraries. It is sometimes necessary to retrieve 

required information from such digital documents. Therefore 

optical character recognition systems have been developed 

which are techniques for converting text images into 

computer readable/editable texts. Identifying the handwritten 

characters is one of the very interesting and challenging 

issues in OCR algorithms. Among different applications of 

OCR, the recognition of handwritten digits has many usages 

including the recognition of digits in post office and bank 

applications [1].  

Different algorithms and features are used for the 

identification of digits and characters. In [2],[3] combination 

of classifiers are used for recognition of handwritten Farsi 

digits. In [4] normalized Gabor filter bank with zero DC 

response is used for indexing and the retrieval of character 

images. However the algorithm is sensitive to selection of 

Gabor filter parameters including bandwidth and orientation.  
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In [5] one-dimension geometric moments with Bayes 

classifier is used for the recognition of Arabic characters; 

However the method is only tested for the recognition of 

printed documents and the efficiency of the algorithm has 

not been demonstrated for the recognition of the handwritten 

characters. 

In [6] the recognition of Persian digits is performed by 

overlaying different normalized images of one class and 

counting the number of black pixels in different pixel 

coordinates. The resultant image representing the number of 

black pixels in different pixel coordinates is used for the 

classification of test images. However the method is 

sensitive to the location of digits in the area and outliers. In 

addition the rotations of the digits give rise to the generation 

of different patterns than patterns of database and hence 

erroneous recognition. Neuro-fuzzy algorithm is another 

method for the recognition of handwritten characters 

proposed by [7]. However the method needs the intervention 

of human experts in some parts of the algorithm. 

In this article, a new method for the recognition of 

handwritten digits is introduced that is reasonably robust 

against the rotation and scaling. We used two different 

methods for feature extraction as well as two different 

methods for classification and the results are compared with 

each other and those of other methods. Experimental results 

showed the effectiveness of the proposed features and 

classification algorithms. 

The Structure of the paper is as follows. Following this 

section, the block scheme of the proposed algorithm is 

reviewed. Section 3 describes the feature extraction 

algorithms. In Section 4 the methods for classification are 

explained and finally the experimental results and 

conclusions are discussed in section 5 and 6 respectively. 

 

II. BLOCK SCHEME OF THE PROPOSED ALGORITHM 

Fig. 1 shows the block scheme of the proposed algorithm 

for training and test stages. The algorithm starts by applying 

required preprocessing to input image. In preprocessing 

stage the input image is first converted to binary image and 

using morphology based algorithms noisy points are 

removed. We then extract the bounding box and center of 

mass for the handwritten digit and normalize it to a constant 

size of 40 × 40. Feature extraction is the next stage of the 

proposed algorithm. We used two different algorithms for 

feature extraction including PCA and PCA-LDA algorithms. 

The extracted features are then used for training and testing 

the classifier algorithm. We utilized Cluster based weighted 
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(fuzzy) SVM for the classification and recognition of 

handwritten Farsi digits. 

 
Fig. 1.  Block scheme for the proposed algorithm 

 

III. FEATURE EXTRACTION 

We used two different methods for feature extraction 

including PCA and PCA-LDA algorithms which are 

explained in the following sections. 

A. Feature extraction using PCA method 

In this method, all the images in the database are 

represented as one dimensional vectors Xi after applying 

required preprocessing. Then covariance matrix (C) is 

calculated for all training images in database of handwritten 

Farsi digits using the following equations [8]:  
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where X  and C are mean vectors and covariance matrix for 

digit images in the database and N is the total number of 

database image.  

Then the principle component analysis (PCA) is applied 

to the covariance matrix C and M largest principle 

components are used for feature extraction as follows: 

( )T
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where iY  are the extracted features and D is the matrix of M 

principle vectors. 

B. Feature extraction using PCA-LDA method 

The feature extraction using PCA-LDA algorithm is 

similar to PCA method. In this method, the covariance 

matrix is calculated like PCA algorithm; However M2 largest 

principle components are used for feature extraction where 

M2>M. We then reduce the size of features using the LDA 

algorithm. The algorithm for size reduction and the 

extraction of features using the LDA algorithm has the 

following steps:  

• The average of vectors for each digit is calculated 

using the output of PCA algorithm as follow: 
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where Nk is the number of images for digit k in the database, 
k

iY  are the output of PCA algorithm for class k and kY  are 

the mean vector value for class (digit) k. 

• The scattering matrix for each class (digit) is 

calculated using the following equations: 
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where kS  are scattering matrix for each class. 

• The intra class scattering matrix  and matrix A 

are calculated: 
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• Eigen value and eigen vectors for matrix A are 

calculated and M largest eigen values are used to 

map iY  vectors to obtain feature vectors [9]. 

 

IV. CLASSIFICATION ALGORITHM 

SVM algorithm classifies the input data by mapping the 

input samples to higher dimensions in which the separation 

between classes is performed more efficiently according to 

cover’s theorem [3]. 

Binary SVM classifier is a classifier with two 

classes 1 2,ω ω  The SVM classifier in this case creates a hyper 

plane with the following equation to separate these two 

classes [9]: 
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The classification for the input vector xi is carried out 

using the following equation: 
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In this article, we utilized weighted or fuzzy SVM 

algorithm based on K-means clustering. The advantage of 

this algorithm over SVM classifier is that in the fuzzy mode, 

the input data is not exclusively assigned to a specified class 

and its membership function defines its dependency to 

different classes. 

SVM is a binary classifier. In order to use it for the 

classification of several classes there are two approaches, 

one against all and one against one [9]  



 

A. One against all 

In this method, the K binary SVM classifiers are used for 

classification where K is the number of classes and the 

separator line for each class separate it from all other 

classes. Fig. 2 illustrates one against all method. For 

classification in this method each sample is given to all SVM 

classifiers and the winner class is selected.  

B. One against one  

In this method, H different binary SVM classifiers are 

used and each SVM separates class i from class j where i 

and j are different class indexes [9]. Fig. 3 shows one against 

one method. 

 
Fig. 2.  Ten-class SVM classifier using one against all method 

 
Fig. 3.  4-class SVM classifier using one against one method 

C. Training Process 

Block diagram for training process is given in Fig. 4. For 

training purpose we first cluster training data to N clusters 

using k-means clustering algorithm. Then the statistical 

properties of each cluster including mean vector and 

covariance matrix are calculated and hyper plane weights. 

Then SVM training process is carried out in each cluster 

individually by using the data of different classes in that 

cluster. We used weighted SVM algorithm with quadratic 

kernel function and one against one method for classification 

in each cluster. Then the average distance between the data 

of one class in each cluster and the calculated hyper ns of 

that class is calculated. The output of training process 

includes parameters such as mean and covariance of feature 

vectors in each cluster, the average distance of different 

classes in the clusters to different hyper planes and the 

weights of hyper planes. These parameters are used in the 

test process. 

D. Classification  

Classification or test process also uses one against one 

structure. Fig. 5 shows the block scheme for the 

classification algorithm. For classification, the cluster 

weights for input data are calculated first. Cluster weights 

are Mahalanobis distance between input data and N different 

clusters which are calculated using the following equation:  
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where Σn and nx  are covariance matrix and  mean vector for 

nth cluster respectively and wn is the weight for cluster n. 

 

 
Fig. 4.  Block diagram of training process using cluster based weighted 

SVM  

 
Fig. 5.  Block diagram of test process 

 

We then normalize wn weights to a value between 0 and 1 

as follow:  
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where nwɶ  is the normalized cluster weight for cluster n. We 

then calculate the Mahalanobis distance between input data 

and 10 different classes in each cluster. To calculate 

Mahalanobis distance between input data and class m in a 

cluster, the Mahalanobis distance between input data and all 

hyper planes related to class m are calculated in that cluster. 

Then sum of all calculated distance for class m is called 

Mahalanobis distance between input data and class m in the 

cluster n. The calculated Mahalanobis distances between 

input image and 10 different classes in a cluster is further 

normalized to a value between 0 and 1 and represented by 

ɶ m

n
C  where n and m are cluster and class indexes 

respectively. 

We then calculate membership function of input image for 

each class using the following equation: 
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where Fm is the membership function of input data for class 

m. Among 10 resultant membership functions, the maximum 

value is selected and compared to a threshold value obtained 

experimentally. If it is less than the threshold value, it is 

known as outlier data. Otherwise the related class is known 

as the winner class. 

 

V. EXPERIMENTAL RESULTS 

The proposed algorithm implemented using a MATLAB 

program and tested by Farsi handwritten database [2],[3]. 

The database includes 8600 samples for ten Farsi 

handwritten digits, 860 samples for each digit.  Fig. 6 shows 

samples of Farsi handwritten digits in the database. 

 
Fig. 6.  Samples of Farsi handwritten digits in the database  

 

We used 660 samples of each digit for training and 

remaining 200 samples for test. We repeated the test and 

train process several times and calculate the average of 

results as final results. 

To compare the results of proposed algorithm with those 

of other algorithms, we implemented two methods presented 

in references [2] and [3] as well. In [2] the combination 

three Perceptron neural networks with different number of 

neurons in middle layer are used for digit recognition. The 

paper use PCA features for recognition. Table 1 shows the 

results of this algorithm for different number of PCA 

features and different number of neurons in middle layer. 

The maximum recognition rate for this algorithm is 80.1%. 

The algorithm in reference [3] utilizes 10 two-class MLP 

classifiers for digit recognition. Table 2 shows the results of 

this algorithm for different number of PCA features and 

different number of neurons in middle layer. The maximum 

recognition rate for this algorithm is 95.4%. 

Table 3 illustrates the results of proposed method for 

different number of features.  As it is shown in this table, the 

result of the proposed algorithm is better than two previous 

methods. 
TABLE I 

RECOGNITION RATES FOR DIFFERENT NUMBER OF PCA FEATURES AND 

DIFFERENT NUMBER OF NEURONS IN MIDDLE LAYERS FOR ALGORITHM OF 

REFERENCE [2] 

PCA 
features 

Number of neurons in middle layer of MLP 

400 600 700 800 

10 60 73.1 75.2 72.5 

20 55.4 74.7 80.1 77.1 

30 65.2 77.2 77 78.2 
 

TABLE II 

RECOGNITION RATES FOR DIFFERENT NUMBER OF PCA FEATURES AND 

DIFFERENT NUMBER OF NEURONS IN MIDDLE LAYERS FOR ALGORITHM OF 

REFERENCE [3]. 

PCA 
features 

Number of neurons in middle layer of MLP 

10 15 20 25 30 35 

10 91.3 92.5 93.2 93.5 93.9 94 

20 92.2 93.4 94.4 95 95.4 95.3 

30 92.2 93.4 93.3 93.6 94.5 94.1 

 
TABLE III 

RECOGNITION RATES FOR DIFFERENT NUMBER OF FEATURES USING THE 

PROPOSED ALGORITHM 

Feature 
Extraction 

Number of  features 

10 20 30 40 50 

PCA 91.3 93.4 95.1 94.6 94.2 

PCA-LDA 93.1 94.2 96.5 95.3 93.7 

 

Some parts of errors of the proposed algorithms are 

related to images taken with low resolution.  

To show the efficiency of proposed algorithm in the 

presence of digit rotation, we tested the proposed algorithm 

using images with rotation. For this purpose we rotated 30 

percent of test images with different angles. Table 4 shows 

the results of proposed algorithm and the algorithm of 

reference [3] for test data with different rotations which are 

applied randomly clockwise or counter clockwise to test 

data.  

As it is shown in table 4, the proposed algorithm is more 

robust to digit rotation and PCA-LDA feature extraction 

algorithm exhibits more stability.  

 
TABLE IV 

RECOGNITION RATE FOR TEST DATA WITH DIFFERENT ROTATION. 

Algorithm 
Rotation angle 

15 30 45 

Algorithm of reference [3] 88.7 85.2 84.6 

Proposed algorithm with 
PCA features 

94.2 93.3 92.6 

Proposed algorithm with 
PCA-LDA features 

95.6 94.8 93.2 

 

VI. CONCLUSION 

In this article, a new method for the recognition of Farsi 

handwritten digits was introduced. We used PCA and PCA-



 

LDA algorithm for feature extraction which PCA-LDA 

algorithm is more robust against image rotation. We used a 

new method called cluster based weighted SVM for 

classification. We tested the proposed algorithm using a 

database with and without rotation and the results showed 

the efficiency of the proposed algorithm.  
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