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Acceptance control charts are effective tools to monitor capable processes in which the fraction of the produced nonconforming items is very low. In these charts, some controlled changes in the process mean are allowed, and the production of a specified number of defectives is tolerated. Designing these acceptance control charts by considering the cost of sampling, detecting, and investigating out-of-control signals as well as the probable correction of assignable cause(s) can result in economic advantages. Moreover, the statistical properties of the control charts can be satisfied. In this article, an economic-statistical model is developed to design acceptance control charts. An illustrative example is used to compare the results of economic versus economic-statistical design of the acceptance control charts. In addition, a comprehensive sensitivity analysis is conducted on the basis of the parameters of the model. Copyright © 2012 John Wiley & Sons, Ltd.
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1. Introduction

Shewhart $\bar{X}$ control charts have been widely used to stabilize and monitor the mean of different processes when the quality characteristic is a variable. Traditionally, the width of the control limits in $\bar{X}$ control charts covers six standard deviations of the quality characteristic. However, in processes with a high level of process capability, for example, $\sigma_p \geq 2$, the specification limits can be six standard deviations or more. Thus, it may be useful to relax the control limits width and allow the process mean to vary over a specific range because it does not significantly affect the nonconforming fraction of the process. Acceptance control charts (ACCs), introduced by Freund, are an alternative to Shewhart $\bar{X}$ control charts for monitoring the mean of high capable processes. Tool wear monitoring is an example in which the utilization of an ACC is useful in determining the intervals of tool replacement. This is because ACCs allow the process mean to vary within an interval and signal in case the change in the mean leads to the production of a considerable number of defective items.

The goal of ACC is different from that of the Shewhart control charts. The Shewhart control charts mainly aim to verify whether the process mean is stable over time, whereas ACC is concerned with maintaining the process mean at a specific range so that the nonconforming fraction does not exceed a desired value. Duncan and Wadsworth et al. compared ACC with acceptance sampling and explained their differences. Wesolowsky proposed these charts to control two correlated quality characteristics simultaneously. He also obtained a cost function to find an economically optimal sample size and control limits. Wesolowsky developed ACC to monitor multiple independent characteristics. Steiner et al. extended this model to the general case of multiple correlated characteristics. To determine the parameters of the control chart, they minimized the sampling costs using a convex nonlinear optimization model. Mohammadian et al. also proposed an economic model for ACC.

The statistical design, the economic design, and the economic-statistical design of control charts are the three main approaches used by authors to determine the parameters of different control charts, including the sample size, the sampling interval, and the control limits multiplier. In the statistical design of the control charts, the control limit multiplier is often calculated considering the desired probability of a Type I error ($\alpha$). The sample size can be determined so that the power of the control chart to detect a particular shift in the parameters of quality characteristics becomes greater than a specified value. The sampling interval is usually chosen on the basis of some practical considerations, such as the production rate, the Type and frequency of assignable causes, and their possible consequences in the process outcome. Authors such as Page, Prabhu et al., Wu et al., Reynolds and Stoumbos, Zhao et al., Lee et al., and Gadre et al. designed control charts on the basis of statistical properties. However, the design of control charts by considering only statistical criteria may have economic drawbacks in the costs associated with process monitoring. Thus, by considering economic criteria, another approach, known as the economic design of control charts, was proposed. A primary work on this
subject was published by Girshick et al., who considered cost parameters in designing control charts. Duncan extended the model of Girshick et al., and developed an optimization model to find the parameters of the control charts. A comprehensive literature review on the economic design of control charts can be found in reviews by Montgomery, Keats et al., and Molnau et al. For recent work on the economic design of control charts, see Baud-Lavigne et al., Xue et al., Mao et al., and Sun et al. The economic design of control charts accounts for economic criteria; however, it may result in poor statistical properties.

Regarding the drawbacks of both statistical and economic design approaches, Saniga suggested the economic-statistical design of control charts to consider statistical criteria as well as the costs associated with the monitoring procedure. He introduced a constrained optimization model in which an economic objective function is minimized. The constraints of the model also correspond to statistical criteria, such as the probability of Type I and Type II errors and the average time to signal (ATS). Montgomery et al. applied the economic-statistical design approach to an exponentially weighted moving average (EWMA) control chart. Zhang et al. provided an economic-statistical design model for a process under the Weibull failure distribution. McWilliams et al. extended the model by Saniga to the $X$ and $X$ control charts. Rahim et al. developed the economic-statistical design model for the $X$ chart when in-control times follow a Gamma ($\alpha, \beta$) distribution. Some recent works an economic-statistical design of control charts are as follows: Kim et al., Torng et al., Chen et al., Celano, Faraz, and Yin et al.

Because there has been little work performed on the economic design of ACC, we provide a model for designing ACC that considers both economic and statistical criteria. In this article, we build an optimization model with an economic objective function and statistical constraints. The advantages of economic-statistical design compared with a purely economic design are also shown through a numerical example. We assume that the process variability does not change over time statistically, so no control chart is used for monitoring the standard deviation.

The remainder of the article is organized as follows. In the next section, ACC is briefly reviewed. In Section 3, economic and economic-statistical models for ACCs are presented. In Section 3, a numerical example is presented and subsequently solved by both models, and the results are compared. Then, in Section 5, a sensitivity analysis on the parameters of the economic-statistical model is performed. Additionally, the effect of each statistical constraint on the cost of the model is investigated. A comparison among the statistical design, the economic design, and the economic-statistical design of ACC is accomplished in Section 6. Concluding remarks are presented in the final section.

2. Acceptance control chart

Freund proposed ACCs for monitoring processes with a high capability index. In this section, the principles of ACC are described. As mentioned earlier, the process mean is allowed to vary over a range specified by the limits in ACC; these limits are known as acceptance process levels (APL). APL limits are determined on the basis of the specification limits, the standard deviation, and the acceptance quality level (AQL). The AQL is defined as the maximum of the rejected product proportions, whereas the process mean lies within the APL. With the assumption that the quality characteristic is normally distributed and with the known standard deviation $\sigma$, APL limits are calculated as follows:

$$
\text{APL}_U = \text{USL} - Z_{AQL}\sigma \\
\text{APL}_L = \text{LSL} + Z_{AQL}\sigma
$$

(1)

where $Z_{AQL}$ is a standard normal value associated with the probability AQL. USL and LSL are upper and lower specification limits, respectively.

To protect the proportion of rejected products against possible assignable causes, we defined a protective range known as the rejectable process levels (RPL). RPL is determined on the basis of the specification limits, the standard deviation, and the RPLs, where RPL is defined as the maximum of rejected product proportions that can be tolerated. Thus, the RPL limits can be obtained with the formulas

$$
\text{RPL}_U = \text{USL} - Z_{RQL}\sigma \\
\text{RPL}_L = \text{LSL} + Z_{RQL}\sigma
$$

(2)

where $Z_{RQL}$ is a standard normal value associated with the probability RQL.

AQL, APL, RQL, and RPL are graphically shown in Figure 1. The region between APL and RPL is called the indifferent zone because the process can be neither rejected nor accepted. However, in this case, a search for possible root causes and the required corrective actions are undertaken.

On the basis of the desired Type I error probability $X$ control chart and AQL, the control limits of ACC can be written as follows (see Figure 2):

$$
\text{UCL} = \text{USL} - Z_{AQL}\sigma + \frac{\sigma}{\sqrt{n}} \\
\text{LCL} = \text{LSL} + Z_{AQL}\sigma - \frac{\sigma}{\sqrt{n}}
$$

(3)

Because only upper or lower specification limits are active in ACC, the lower specification limit has been considered in this article, and all calculations are within this limit. All calculations and results could be extended to the upper limit as well.

We assume that $\sigma$ is known in this article; otherwise, it could be estimated on the basis of a historical data set. Moreover, $\sigma$ could be monitored with an R or an S control chart. However, in this article, we assume that the process variability does not change over time statistically; thus, no control chart is used for monitoring $\sigma$. 

and $1/C_0$ corresponding to the lower control limit (shown in Figure 2) can be computed by Equations (4) and (5), respectively.

$$
\alpha = P(\bar{X} < LCL | \mu = APL_L) = P(\bar{X} < APL_L - Z_{\alpha} \sqrt{1/n} | \mu = APL_L) = P(Z < -Z_{\alpha}) = \int_{-\infty}^{-Z_{\alpha}} f_z(z) dz,
$$

$$
1 - \beta = P(\bar{X} > UCL | \mu = RPL_L) = P(\bar{X} > RPL_L - Z_{\beta} \sqrt{1/n} | \mu = RPL_L) = P(Z < AQL \sqrt{n} - Z_{z_{\beta}} \sqrt{1/n} - Z_{\beta} \sqrt{1/n} \sqrt{n}) = \int_{-\infty}^{-Z_{\beta}} f_z(z) dz,
$$

where $f_z(z)$ is the standard normal probability density function. Similarly, $\alpha$ and $1 - \beta$ values corresponding to UCL can be easily obtained. It should be mentioned that when the process level decreases to APL_L or RPL_L, the $\alpha$ and $1 - \beta$ corresponding to UCL is close to zero, and therefore, it can be disregarded.

### 3. Economic-statistical design of ACC

In this section, a constrained nonlinear model is proposed to design an ACC with economic-statistical considerations. To develop an economic-statistical design for ACC, we used the traditional objective function introduced by Duncan. Hence, using Duncan’s model and applying the probability of Type I and Type II errors, the objective function can be defined as follows:
\[ E(L) = \frac{a_1 + a_2n}{h} + \frac{a_4 [h/(1 - \beta) - (1 - (1 + \lambda h)e^{-\lambda h})/(\lambda - \lambda e^{-\lambda h}) + gn + D]}{1/\lambda + h/(1 - \beta) - (1 - (1 + \lambda h)e^{-\lambda h})/(\lambda - \lambda e^{-\lambda h}) + gn + D} \]

Notations of the model are as follows:

- \( n \) : sample size
- \( h \) : sampling interval
- \( \alpha \) : probability of Type I error
- \( \beta \) : probability of Type II error
- \( a_1 \) : fixed cost of sampling.
- \( a_2 \) : variable cost of sampling.
- \( \lambda \) : Poisson distribution parameter (in this model, it is assumed that assignable causes occur based on a Poisson distribution with the rate of \( \lambda \) causes per hour).
- \( D \) : the time required to detect an assignable cause after a warning signal.
- \( g \) : the time required to take a sample and interpret the results.
- \( a_3 \) : the expected cost of detecting an assignable cause.
- \( a_3' \) : the expected cost imposed by a false alarm.
- \( k \) : the hourly penalty cost of operating in the out-of-control state.
- \( E(L) \) : the expected loss per hour that was incurred by the process and is a function of the design parameters.

In the economic-statistical design of ACC, some statistical constraints are added to the economic model to achieve proper statistical properties. We add three statistical constraints similar to those that Saniga\(^{24}\) suggested. One of them is the minimum value of the power of the control chart; the other two are the maximum values of Type I error probability and ATS. These extreme values may be proposed by quality engineers.

Therefore, the economic-statistical model used to design the ACC is as follows:

\[
\begin{align*}
\text{Minimize} & \quad E(L) \\
\text{Subject to:} & \quad \alpha \leq \alpha_i, \quad p \geq p_i, \quad \text{ATS} \leq \text{ATS}_i
\end{align*}
\]

where \( p \) is the power value equivalent to \( 1 - \beta \) and ATS is the average time to signal, which can be computed as \( h/1 - \beta \). To calculate the probability of Type I error, power, and ATS values for the ACC, Equations (4) and (5), should be used.

4. An illustrative example

In this section, an illustrative example is presented to compare the economic-statistical design versus the economic design of ACC explained in Section 2. It should be noted that the model coefficients and parameters in this example have been taken from Montgomery\(^{36}\), Freund\(^{3}\), and Saniga.\(^{25}\)

Assume a process for filling bottles of a drink. The desired volume of a filled bottle is \( 10 \pm 0.5^\circ\text{C} \), so the specification limits are LSL = 9.5\(^\circ\text{C} \) and USL = 10.5\(^\circ\text{C} \). The process is accepted when 0.1% of the filled bottles have the drink volume outside of the 10 ± 0.5 limits, and the process is rejected when 2.5% of the filled bottles have the drink volume outside of the 10 ± 0.5 limits. Thus, AQl and RQL are equal to 0.001 and 0.025, respectively. In this example, it is assumed that the quality characteristic follows a normal distribution, and the inherent variability of the process is estimated as \( \sigma = 0.01 \). Because the standard deviation of this process is small compared with the specification limits width, the manufacturer has decided to use ACC to control this process. However, to reduce the costs and improve the power of the control chart, the manufacturer wishes to use an economic-statistically optimized acceptance chart. To estimate the related costs, we assumed the parameters noted in the next paragraph.

The fixed cost \( (a_1) \) and variable cost \( (a_2) \) of sampling is estimated as $0.5 and $0.1 per bottle, respectively. It takes approximately \( (g) \) 0.05 h to measure and record the volume of liquid in each bottle. Process shifts occur randomly with the exponential distribution and with parameter \( \lambda = 0.01 \), which is a reasonable model of the in-control run length. The average time required to investigate an out-of-control signal \( (D) \) is 2 h, and the cost of detecting and taking an action to eliminate an assignable cause \( (a_3) \) is $25, whereas the cost of investigating a false alarm \( (a_3') \) $50. The penalty cost of operating in the out-of-control state for 1 h \( (a_4) \) is $100. The right-hand-side values of constraints on the probability of a Type I error, power, and ATS are defined as \( a_i = 0.004, p_i = 0.98 \) and \( \text{ATS}_i = 4 \), respectively.

The model is optimized in two ways: the pure economic model without statistical constraints and the economic-statistical model. To optimize these nonlinear models with the mentioned coefficients, we used a medium-scale algorithm called the sequential quadratic programming method in Matlab 7. This method is based on the research presented by Powell\(^{37}\) and Han.\(^{38}\)

The output results from optimizing the unconstrained (economic) model indicate that when taking nine samples every 1.61 h and \( k = 2.46 \), then the expected loss is minimized at $4.79 per h. Optimizing the constrained (economic-statistical) model results with 17 as the sample size, 2.24 h as the sampling interval, and 2.65 as the control limit coefficient. In this case, the expected loss is 5.20, which is the optimal value of the objective function. All power, ATS, and probability of Type I error constraints are also satisfied. Obviously, the loss associated with the economic-statistical design of ACC is slightly more than the loss of the economic design. In fact, this additional cost is the amount paid for improving the statistical performance of the ACC.
5. Sensitivity analysis

In this section, the effects of the changes in the parameters of the economic-statistical model on the optimal solutions obtained from the previous example are studied. The results of the sensitivity analysis are shown in Table I. The last four columns in Table I are associated with the optimal settings obtained from the input parameters in previous columns. Null places in the table are duplications of the first row.

As considered in Table I, increasing AQL and RQL has no effect on the control limits but leads to the reduction of the sample size and the sampling interval. Consequently, the expected cost decreases. Increasing \( \lambda \) increases the sampling interval but has no effect on sample size and control limits. As a result, the expected cost increases. Increasing the parameters \( g \) and \( D \) one at a time increases \( h \). However, it has no effect on sample size and control limits. Note that increasing \( g \), \( D \), \( a_1 \), and \( a_2 \) leads to an increase in the expected cost. If \( a_k \) decreases, then \( h \) is the only parameter that increases, and the expected cost decreases.

Finally, increasing \( a_1 \) and \( a_3 \) simultaneously increases all three parameters of ACC, especially sample size, and causes an increase in the expected cost.

It would be useful for practitioners to know the effects of the right-hand-side values of constraints on the objective function. Therefore, the effects of each right-hand-side value on the expected cost are considered. Figures 3–5 depict the effect of a particular constraint on the result when the others are assumed to be fixed at their initial values.

It is clear from Figures 3–5 that if one of the constraints is relaxed, such as increasing the desired probability of a Type I error or ATS or decreasing the power, the expected cost decreases. It is logical because the feasible region increases when a constraint is relaxed. It can also be understood from Figures 3–5 that the objective function does not improve for right-hand-side values greater than the threshold values of each constraint. Hence, selecting right-hand-side values greater than these thresholds does not have any benefit, and this decreases the sensitivity of the control chart. These thresholds are 0.011, 0.8, and 2.28 for \( \alpha \), \( p \), and ATS, respectively.

6. A comparison among statistical, economic, and economic-statistical designs of ACC

In this section, we first design the ACC statistically and then compare it with economic and economic-statistical designs, which are presented in Section 5 and by Mohammadian et al., respectively. For an accurate study of these three designs, we considered the

<table>
<thead>
<tr>
<th>Experiment no.</th>
<th>RQL</th>
<th>AQL</th>
<th>( \lambda )</th>
<th>( a_4 )</th>
<th>( l )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
<th>( a_7 )</th>
<th>( a_2 )</th>
<th>( n )</th>
<th>( h )</th>
<th>( k )</th>
<th>Expected cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.025</td>
<td>0.001</td>
<td>0.01</td>
<td>100</td>
<td>0.05</td>
<td>2</td>
<td>50</td>
<td>25</td>
<td>0.5</td>
<td>0.1</td>
<td>17.33</td>
<td>2.24</td>
<td>2.65</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14.56</td>
<td>2.11</td>
<td>2.65</td>
</tr>
<tr>
<td>3</td>
<td>0.075</td>
<td>0.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.94</td>
<td>2.02</td>
<td>2.65</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>0.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.79</td>
<td>1.96</td>
<td>2.65</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>1.63</td>
<td>2.65</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>1.37</td>
<td>2.65</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>2.40</td>
<td>2.65</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>2.62</td>
<td>2.65</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td>5.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>2.16</td>
<td>2.65</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>500</td>
<td>250</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20.51</td>
<td>2.56</td>
<td>3.07</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td>5000</td>
<td>2500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>26.06</td>
<td>3.17</td>
<td>3.71</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>3.81</td>
<td>2.65</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td>0.02</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>2.33</td>
<td>2.65</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.33</td>
<td>3.9</td>
<td>2.65</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td>0.05</td>
<td>128.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14.56</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td>0.05</td>
<td>128.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14.56</td>
<td>1.85</td>
<td>2.56</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
<td>0.05</td>
<td>128.7</td>
<td>500</td>
<td>250</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18.78</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td></td>
<td>0.05</td>
<td>128.7</td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14.56</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
<td>0.05</td>
<td>128.7</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14.56</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td>0.075</td>
<td>2.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.94</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
<td>0.075</td>
<td>2.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.94</td>
<td>1.345</td>
<td>2.65</td>
</tr>
<tr>
<td>26</td>
<td></td>
<td></td>
<td>0.075</td>
<td>2.25</td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.94</td>
<td>3.92</td>
<td>2.65</td>
</tr>
<tr>
<td>27</td>
<td></td>
<td></td>
<td>0.075</td>
<td>2.25</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.94</td>
<td>3.92</td>
<td>2.65</td>
</tr>
</tbody>
</table>
parameters of the illustrative example in Section 4. Table II presents the expected cost values, the probability of Type I and Type II errors of statistical, economic, and economic-statistical design of ACC for the experiments mentioned in Table I. Similar to the economic-statistical design of ACC, we used $a = 0.004$, $b = 0.02$, and $ATS = 4$ for statistical design of ACC. These values are bounds used in the constraints of economic-statistical design of ACC. Hence, the sample size ($n$) can be determined by Equation (8) proposed by Freund:

$$n = \left( \frac{z_{\beta} + z_{\alpha}}{\sigma_{w}} \right)^{2} \frac{RPL - APL}{}$$

---

**Figure 3.** The effect of changes in right-hand-side value of $\alpha$ constraint on the expected cost per hour in economic-statistical design of ACC

**Figure 4.** The effect of changes in right-hand-side value of power constraint on the expected cost per hour in economic-statistical design of ACC

**Figure 5.** The effect of changes in right-hand-side value of ATS constraint on the expected cost per hour in economic-statistical design of ACC
## Table II. Performance comparison among statistical, economic, and economic-statistical design of ACC

<table>
<thead>
<tr>
<th>Experiment no.</th>
<th>Actual Bound</th>
<th>Statistical design</th>
<th>Economic design</th>
<th>Economic-statistical design</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Beta</td>
<td>n</td>
<td>h</td>
</tr>
<tr>
<td>1</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.94</td>
</tr>
<tr>
<td>2</td>
<td>0.004</td>
<td>0.017</td>
<td>15</td>
<td>3.94</td>
</tr>
<tr>
<td>3</td>
<td>0.004</td>
<td>0.019</td>
<td>13</td>
<td>3.92</td>
</tr>
<tr>
<td>4</td>
<td>0.004</td>
<td>0.018</td>
<td>12</td>
<td>3.93</td>
</tr>
<tr>
<td>5</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>6</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>7</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>8</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>9</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>10</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>11</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>12</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>13</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>14</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>15</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>16</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>17</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>18</td>
<td>0.004</td>
<td>0.016</td>
<td>18</td>
<td>3.92</td>
</tr>
<tr>
<td>19</td>
<td>0.004</td>
<td>0.017</td>
<td>15</td>
<td>3.93</td>
</tr>
<tr>
<td>20</td>
<td>0.004</td>
<td>0.017</td>
<td>15</td>
<td>3.93</td>
</tr>
<tr>
<td>21</td>
<td>0.004</td>
<td>0.017</td>
<td>15</td>
<td>3.93</td>
</tr>
<tr>
<td>22</td>
<td>0.004</td>
<td>0.017</td>
<td>15</td>
<td>3.93</td>
</tr>
<tr>
<td>23</td>
<td>0.004</td>
<td>0.017</td>
<td>15</td>
<td>3.93</td>
</tr>
<tr>
<td>24</td>
<td>0.004</td>
<td>0.019</td>
<td>13</td>
<td>3.92</td>
</tr>
<tr>
<td>25</td>
<td>0.004</td>
<td>0.019</td>
<td>13</td>
<td>3.92</td>
</tr>
<tr>
<td>26</td>
<td>0.004</td>
<td>0.019</td>
<td>13</td>
<td>3.92</td>
</tr>
<tr>
<td>27</td>
<td>0.004</td>
<td>0.019</td>
<td>13</td>
<td>3.4</td>
</tr>
</tbody>
</table>
where $APL$ and $RPL$ are computed by Equations (1) and (2), respectively. $n$ is obtained equal to 17.33 for the first experiment. $K$ and $h$ are computed by using $z_c$ and $ATS \times (1 - \beta)$, respectively, and equal to 2.65 and 3.92 for the first experiment. The results of the statistical design of ACC for the first experiment as well as other experiments of Table I are summarized in Table II under the title of statistical design and subtitle of bound. Because the sample size is integer in the real applications, we round up the sample size. This leads to a power more than the bound considered for power in economic-statistical design of ACC. As a result, the values of $\beta$ and $h$ are recalculated for all experiments and reported under the title of statistical design and subtitle of actual. It is obvious that the expected cost are different for actual and bound statistical design of ACC.

As shown in Table II, for the assumed $x$ and $\beta$ the expected costs for the pure statistical design of ACC are the greatest among all three designs. In the economic design, only the economical aspects are considered, and minimum expected costs are obtained by different experiments. However, by neglecting the probability of Type I and Type II errors, these values increase respect to the statistical design. To overcome this problem, we also considered the statistical constraints along with the economic loss function, and the model in Equation (7) is applied to the economic-statistical design of ACC. The results show that the expected costs of the economic-statistical design are less than the statistical design and greater than the economic design. Note that although the expected costs of the economic-statistical design of ACC are slightly greater than the economic design of ACC, the economic-statistical design is preferred to the economic design because $x$ and $\beta$ are controlled by the appropriate constraints.

Finally, a comparison has been performed among the heuristic design and the other designs of ACC. Consider Experiment 1 of Table II. If we use the statistical design, the expected cost will be $5.51$, $x = 0.004$ and $\beta = 0.02$ for $n = 17.33$. These values for the economic design are $x = 0.0069$, $\beta = 0.17$ and $EL = 4.79$ and for the economic-statistical design are $x = 0.004$, $\beta = 0.02$ and $EL = 5.20$.

However, if we consider $n = 4$, $h = 1$ and $k = 3$ heuristically for ACC, the expected cost will be equal to $6.88$, and $x$ and $\beta$ are 0.00135 and 0.77, respectively. Similarly, if we take five samples each hour and $k = 3$, the expected cost is $5.95$, $x = 0.0013$ and $\beta = 0.68$. Thus, the heuristic design of ACC increases $x$, $\beta$, and the expected costs. Because the expected costs of the economic and the economic-statistical designs are less than the statistical design, the least favorable design is the heuristic design.

7. Conclusions

In this article, an economic-statistical model for ACCs was presented. This model aims to calculate the design parameters of the control chart, sample size, sampling interval, and control limits to minimize the expected cost that is subject to statistical constraints. These constraints sustain the probability of a Type I error, power, and ATS at a desired level that can be determined by the user. Then, a numerical example was presented for explaining the model and evaluating the economic model compared with the economic-statistical model. To obtain the optimal solution for the numerical example, we applied a nonlinear programming algorithm. To investigate the effects of model parameters on the expected cost of the economic-statistical model, we performed a sensitivity analysis on the parameters as well as the right-hand-side values of the constraints. This study may help determine how important these parameters are in minimizing the average costs of the process during long periods of time. In addition, a comparison of the economic-statistical model and the economic model showed that a slight increase in costs would be acceptable to obtain an ACC with the desired statistical performance. Finally, the comparison among the three types of ACC designs as well as the heuristic design demonstrated the superiority of the economic-statistical design over the pure statistical, economic, and heuristic designs.
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