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Abstract: in this paper, we propose a new algorithm for subtitle 
text detection, extraction and text inpainting in color images. 
The proposed algorithm includes three stages. In the first stage, 
we localize text blocks to extract subtitles. We then extract the 
text characters precisely and in the third stage, we use an 
inpainting algorithm to recover the original texture of the 
image. To localize text blocks, we use stroke filter and new 
segmentation and verification algorithms based on the image 
profiles. To extract text character precisely, we estimate 
background and text color in the candidate blocks using the 
color histogram measured in different sub-blocks of the 
candidate text blocks. Finally, the inpainting algorithm based 
on matching algorithm is utilized to reconstruct the initial 
image contents in text areas. Our inpainting algorithm 
considers priority for in painting of pixels, which results in 
perfect reconstruction in areas with texture variation. We tested 
the proposed algorithm with different image and video frames 
and compared the results with those of other methods. 
Experimental results showed the efficiency of the proposed 
algorithm. 
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1. Introduction 
Nowadays, text detection and recognition in image and 

video frames is a widespread research area. Text subtitles 

in video, and images are used to give more information 

about the image or video. Text detection and recognition 

are used in different applications like video and image 

retrieval. It is also necessary in some applications to 

extract the added texts in the image and recover the 

original image. For this purpose, it is required to extract 
texts and inpaint the original image. Inpainting 

algorithms usually aim to reconstruct the original image 

for deteriorated images or videos. 
Text detection in an image or video frame contains 

two stages. In the first stage, the locations of text blocks 
are determined and in the second stage, the precise areas 
of text characters in blocks are determined. 
Several approaches have been proposed for text 

localization in images. Existing approaches for text 
localization can be roughly divided into three groups, 
including 1- color or intensity based approaches [1, 2], 2-
gradient based method [3] and 3- methods based on text 
classifier [4-7]. 
Color based approaches assume a predefined color for the 
text. Therefore, they lose their generality when the text 
color is not determined. These methods analyze connected 

component after color segmentation for the text 
localization [2]. 
Gradient based approach utilizes the high contrast of text 
areas and the directional intensity variation for the text 
area detection. These approaches generally employ the 
directional gradient of the image for text localization. 
Gradient based approaches can be utilized both in color 
and intensity images. 

Text classifiers are based on the structural or statistical 

features of the image blocks. The features are utilized to 

train a classifier for text area detection. These methods are 

mostly used for the verification of the extracted text 

blocks and are rarely used directly for text area 

localization. 
Different algorithms have been proposed for the text and 
character extraction. Document binarization is the mostly 
used method for text extraction. Local thresholding 
algorithms like methods proposed by Niblack [8], Wolf et 
al. [9], and Sauvola and Pietikainen [10] estimate different 
thresholds for image pixels. Some algorithms like Sauvola 
and Pietikainen [10] method may also combine local and 
global thresholding algorithms. 
After extracting text characters, the inpainting algorithm 
starts, which aims to reconstruct the original image in the 
text areas. 
Several approaches for image inpainting have been 
introduced, which may be classified into three groups: 

1- Algorithms based on image interpolation, which 
mostly utilize Partial Differential Equation (PDE). 
[ll-15]. 

2- Texture synthesis based on image structure [16-19]. 
3- Combination of interpolation and texture based 

approaches [20-25]. 

The first group yield good results in thin damaged 

regions. However, in thick regions, they result in blurry 

edges. They also suffer from high computational cost. The 

BSCB algorithm [9], Total Variational (TV) [12,15] and 

Curvature-Driven Diffusion (CDD) [11] are based on 

PDE algorithm, which take color information contents 

around the damaged regions for the interpolation and 

iterate the algorithm to reconstruct the damaged area. 

In algorithms based on texture synthesis, a region 

around the damaged pixel is searched to find a texture 

similar to the texture of the damaged pixel. Then the 
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damaged pixel is replaced with a pixel with similar texture 
[12, 13]. 

The third group is the combination of two previous 

approaches. Although this method has high computational 

burden, it works well in filling damaged regions. The 

method decomposes the input image to different textures 

and structures and applies texture synthesis and PDE 

methods respectively. 
In this paper, we propose a new algorithm for text 
localization, extraction and inpainting. The proposed 
algorithm for text localization is based on the image 
gradient; however an efficient segmentation and 
verification algorithm are utilized to enhance the 
efficiency of the proposed algorithm. To extract text 
character, we estimate background and text colors in the 
candidate text blocks using the image histogram. Then 
based on the text color histogram texts areas are 
determined precisely. 

We have used fast inpainting algorithm to fill character 

areas, which is based on texture synthesis. This algorithm 

is the combination of erosion operation, matching, and 
new idea of repairing damaged pixels with priority. 

The paper is organized as follows. Section 2 represents 

text localization algorithm. Proposed algorithm for 

extracting characters precisely is described in section 3. 
Section 4 represents inpainting algorithm for text area 

filling. Experimental results appear in section 5 and we 
conclude the paper in section 6. 

2. Text localization 
The aim of the text localization algorithm is to detect 

text blocks in the image or video frames. To detect text 
block, we first apply the stroke filter as it is defined in 
Equation 1 [26, 27]. This filter is a kind of derivative 
operator which produce better results in character strokes 
than Canny or Sobel operator. 

I, (p) = max {I (v)} - min {I(v)} 
H::V(p) VEN(p) 

(1) 

where l,(P) is the output of stroke filter, l(v) is the 
intensity of color RGB channels and N(P) denotes the 
pixels in the neighborhood of pixel p. Stroke filter are 
applied to different channels of input channels. 

After applying the stroke filter, we keep the points 

with high values and set the remaining pixel to zero. For 

this purpose, we first calculate an adaptive threshold 

value using Xiaojun Li method [19]. The method 

combines local and global information of the stroke 

image to calculate threshold values as follows: 

� = max (m, + a,a" mg + agag ) (2) 

Where mg and ag are global mean and variance of 

stroke image and m ,  and a, are local mean and variance 

measured in 18* 18 windows. To remove points with weak 
stroke filter output, we use the following equation: 

f ( ) = {I I, (p » Tz sb p 0 D.W. (3) 

L Isev»Tn 
vEN(p) 
D.W. 

(4) 

where 1st (p) is thresholded stroke image and N(P) 

denotes the pixels in the neighborhood of pixel p. 
The thresholded stroke filter highlights edge area in 

the image, however text areas generates double edges in 
the image. To highlight text areas, we use density filter to 
fill holes between text edges. The density image is 
calculated using the following equation [28]: 

1 " h  
f (x y) = " " f (x + m y + n) (5) dens' 

(2w + 1)(2h + 1) "�I n�h 
sf , 

We use 10*6 windows to calculate density image 

Idens(x,y). We then apply a threshold to density image to 

extract text areas. The threshold value is calculated using 
the following equation: 

TD = 30+k [� LyLJdens(X,y)-30 ] (6) 

where k is set to 0.35. Fig. 1 shows the results of 

stroke and density filters applied to the R channel of input 

image. We also applied dilation operator to enhance the 

output. 
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Fig. I: The results of stroke and density filters applied to the R channel 

of input image. (a) R channel of the input image, (b) the output of stroke 

filter, (c) thresholded stroke image, (d) density image, (e) thresholded 

density image, and (f) the result after applying dilation. 

In the next stage of the algorithm, we divide the 

thresholded density image to separated text blocks. For 

this purpose, we scan the thresholded density image using 

100*200 windows image with the overlap of 50*100. 
Then the horizontal and vertical projections of binary 

pixels are used to divide the block into smaller blocks 

respectively. We detect local minimums in the projection 

profiles to divide blocks. We then select sub-blocks with 

proper contents and repeat the split process again to 

obtain proper blocks. Fig. 2 shows the process of 

extracting blocks. 

After extracting initial text blocks, we calculate the 
density and area of the blocks to select proper text blocks. 
For this purpose, we keep only blocks with the following 
conditions: 
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Fig. 2: Dividing thresholded density image to blocks, (a) dividing using 

horizontal projection profile, (b) dividing using vertical projection 

profile, ( c) the second stage of splitting using horizontal projection 

profile (d) the second stage of splitting using vertical projection profile. 

• Blocks with the density of more than 0.75. 
• Blocks with the length and height of more than 8 

pixels. 
• Blocks with the area of more than 200 pixels. 

We then merge blocks with overlap or close blocks. In 

this case, the bounding box of merged blocks is 

considered as the new block. Merging the blocks may 

create inappropriate blocks again; therefore we use 

projective profiles to correct the bounding box again. We 

then remove blocks with small length or height as well as 

small area. 

The blocks obtained until this stage, may also contain 

non-text areas. Therefore, we utilize verification stage to 

find and remove non-text areas. To verify text area, we 

utilize again vertical and horizontal projection profiles of 

binary points in the blocks. We apply a threshold to 

projection profiles using the mean and standard deviation 

of profiles as follows: 

(7) 

�)v = mpv + 0.5 * apl' (8) 

where mph and mpv are the mean values of horizontal 

and vertical profile, (}ph and (}pv are the standard 

deviations and Tph and Tpv are threshold values for the 
horizontal and vertical profiles in each merged blocks 
respectively. Then the number of profile elements which 
their value is higher than the threshold value is 
calculated. A block is considered as text block if the 
following conditions are satisfied. 

Nph > O.2h (9) 

NIno> OAw (10) 

Npv<0.95w (II) 
where hand w are the block width and height 

respectively and Nph and Npv are the number of elements 
in horizontal and vertical profiles, which are greater than 
their corresponding threshold values. 

Furthermore, we check the block for the enough 
number of edge points in the block. For this purpose, we 
utilize the thresholded stroke image of Equation 4 and 
calculate the edge point's number in the block. Fig. 3 
shows different stages of the block extraction algorithm. 

3. Text Extraction 
The aim of the text extraction algorithm is to extract 

text area from the candidate blocks. We suppose that the 

text in each block has the same color; however the 

background may be complex. The aim of the proposed 

algorithm is to inpaint the text area; therefore the precise 

extraction of the text area is mandatory for our algorithm. 

Fig. 3: Text block extraction algorithm, (a) initial text blocks (b) text 

blocks after merging the overlapped and close blocks (c) text blocks 

after correcting merged bounding boxes (d) text blocks after the 

verification using the projection profiles (e) results after applying edge 

point's number constraint. 

For this purpose, we estimate histogram of color 

channels for the text and background areas in order to 

extract the text characters in the candidate blocks. 

The proposed text extraction algorithm starts by the 

estimation of the histograms of color channels for text 

and background areas. We calculate the histogram for 

each channel individually. To estimate histogram for 

background, we consider two areas with the height of two 

pixels above and below the candidate block as it is shown 

in Fig 4. Then the histogram of image pixels in these 

areas is calculated. Fig. 5 shows the estimated histogram 

for R channel of background area of a sample candidate 

block. As it is shown in this figure, we smooth the 

histogram curve to remove noisy peaks. 

To estimate histogram of color channels for text areas, 

we first extract pixels in the boundary of text characters. 

For this purpose, we employ thresholded stroke image of 

Equation 4 and determine pixels in the candidate block 

with high intensity change. Then these pixels are utilized 

to estimate the histogram for color channels. The pixels 

in the boundary may belong to background area as well. 

Therefore, we compare the obtained histogram with the 

histogram of background and remove peaks that are close 
to the peaks in the histogram of background. This 

algorithm works well in text areas with medium or high 

contrast. However, the algorithm may fail when the text 

and background have very similar colors. 

��� 
� background color 

Fig. 4: The areas for the estimation of background histogram. 
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Fig. 5: The histogram of color channels for background area (a) 

candidate text block, (b) histogram of R channel, (c) smoothed 

histogram after applying 1-0 averaging filter. 

To handle this problem, we have devised an algorithm 

which can extract text areas efficiently in low contrast 

text blocks as well. The algorithm includes the following 

stages: 

• Estimate and smooth the histogram of color channels 
as stated before. 

• By utilizing the thresholded stroke image determine 
pixels in the boundaries of text areas. 

• Divide the candidate text blocks to non-overlapping 
sub-blocks with the height of the block and the width 
of 50 pixels. 

• In each sub-block calculate the histogram of text area 
using the pixels obtained in step 2. 

• Smooth the histogram of color channels for the text 
area and determine the peaks. 

• Compare the peaks in the histogram of text area with 
those of in the background histogram and remove 
peaks in the histogram of text area, which are close 
to the peaks in the background histogram. 

• Determine the peak with maximum value in the 
histogram of text area in each sub-block. 

• Sort the selected peak values and select the peak with 
median value as the text color peak. 

• Apply a threshold to the text color peak and 
determine the text colors. We experimentally use half 
of the peak value as the threshold value. 

As mentioned before, we process each color channel 
individually. When the text areas are determined by each 
channel individually, their outputs are simply combined 
by logical OR operation. We finally apply some post 
processing to fill holes and determine final text areas. 

4. Text Inpainting 
The proposed inpainting algorithm is based on texture 

synthesis and matching. The algorithm finds best 
matching pixel for the damaged pixels and repairs them 
based on the matched pixels. The algorithm includes the 
following stages: 

• Select proper damaged pixel for the inpainting. The 

proper damaged pixel is a pixel which has the 

smallest number of damaged pixels in its 8-

neighbors. 

• Search in 8*8 windows centered on the selected 

damaged pixel for the best matching pixel. The best 

matching pixel is a pixel, which is more similar to 

damaged pixel. To measure similarity, we have used 

Sum Squared Difference (SSD) criterion as follows: 
x=+-lf/2 l-=t1l'/2 

r(d"dJ= L L L (i,(x,y)-i,(x+d"y+dJf (12) 
=RDJi _t=-wI2 v=-wI2 

where r( d" dy) represent similarity value, w is the 

window size to measure similarity and c is the 

window's color to measure the similarity. 

• Replace the color of the selected damaged pixel with 

the color of matched pixel. 

The sequence or the priority of selecting damaged pixel 
for reconstruction has a major effect on the efficiency of 
the inpainting using texture matching algorithm. Fig. 6-
(a) shows the results of standard texture matching 
algorithm for the inpainting of image with two different 
textures. As it is shown in the figure, the algorithm 
cannot reconstruct the border completely. 

To handle this problem, we have employed an 

algorithm, which utilizes the new idea of repairing 

damaged pixels with priority. The algorithm includes the 

following stages: 

• Find the borders of the damaged region. 

• Inpaint the pixels in the borders using matching 

algorithm and priority based on less damaged pixels 

in the 8-neighbors. 

• Find the pixels in the border and detect the pixels 

with high intensity change. 

• Inpaint pixels with the high intensity variation. 

• Repeat the inpainting stages to fully reconstruct the 

damaged region. 

To detect pixels with high variation, we calculate the 
intensity variation using 3 *3 window and SSD approach. 
Then we apply a threshold to determine pixels with high 
variation. The threshold value is calculated based on the 
maximum value of intensity variation. 

Fig. 6-(b) shows different stage of inpainting using the 

proposed algorithm. As it is shown in the Fig. 6-(b), the 

proposed algorithm reconstructs the damaged region 

efficiently. 

5. Experimental Results 
The proposed algorithm implemented using a 

MA TLAB program and tested using several images and 

video frames. To test the implemented algorithm, we 

utilized a Personnel Computer (PC) with Microsoft 

Windows 7 OS and 2.8GHZ Core Duo 2 CPU and 6MB 

cache. 

TABLE I shows the results of text localization 

algorithm. In this table, the results of the proposed 

algorithm have been shown for different text languages 

including English, Arabic and Korean. In this table, the 

results of text localization algorithm based on Discrete 
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Cosine Transform (DCT) [29] are also shown for 
comparison. In this table, Nl, DB, FP, TP, FN, DR, FAR 
and FRR stand for the Number of Images, Detected 

Blocks, False Positive, True Positive, False Negative, 

Detection Rate, False Acceptance Rate and False 

Rejection Rate respectively. DR, FAR and FRR are 

defined as follows: 

DR = TP I (TP+FN) 
FAR=FPI(TP+ FN) 
FRR=FNI(TP+ FN) 

(13) 
(14) 
(15) 

As TABLE I shows the proposed algorithm is more 

efficient in detecting text blocks. Fig. 7 shows the results 

of the text extraction algorithm. The figure shows some 

candidate text blocks and the extracted characters. The 

results of Sauvola method [10] and Otsu method [30] are 

also shown for comparison. As the figure shows the 

proposed algorithm outperform the Sauvola and Otsu 

methods. 

Fig. 6: The results of in painting algorithm using texture matching (a) 

standard texture matching, (b) the proposed algorithm. 

TABLE I: Results of Text Localization Algorithm 

method Language NI DB FP TP FN FAR FRR DR 

Proposed 
English 40 55 5 50 2 0.096 0.038 96.1% 

method Korea 50 91 9 82 4 0.104 0.046 86.3% 

Arabic 50 I I I  12 99 8 0.112 0.074 83.1% 

DeT based 
English 40 74 30 44 7 0.588 0.137 54.3% 

method [29] Korea 50 291 167 124 51 0.954 0.291 51.2% 

Arabic 50 195 70 125 16 0.496 0.l13 59.2% 

Fig. 8 shows the results of the proposed inpainting 

algorithm on several frames of a video file. As it is shown 

in the figure, the reconstructed area is not recognizable 

visually. To measure the distortion generated by the 

proposed inpainting algorithm, we added some texts 

blocks to about 100 video frames. Then after applying the 
proposed text localization, extraction and inpainting 

algorithm, the difference between the reconstructed and 

original image is used to measure the distortion of the 

inpainting algorithm. 

.. . ..... IM,gi.,!j,61I"itffiijN .,gI"j"hl'MiMd fi.g;,;,igleliMMI 
Text Extraction '�'I ext extraction Text Extraction Text Extraction 

,� ;, What vou think 

Fig. 7: The results of text extraction algorithm, (a) candidate text block, 

(b) extracted characters using Sauvola method [7,8], (c) extracted 

characters using Otsu method [30], (d) extracted texts using the 

proposed method. 
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(b) (e) 
Fig. 8: The results of text localization and inpainting algorithm (a) 

original images, (b) the extracted texts, (c) the reconstructed images 

after applying the proposed text extraction and inpainting algorithm. 

We also compared the proposed inpainting algorithm 

with the Total Variational (TV) algorithm [12, 15] with 

1000 iterations. Our method performs reconstruction in 

only one iteration. 

To measure the efficiency of the inpainting algorithm, 

we utilize Peak Signal-to-Noise Ratio (PSNR), Mean 

Squared Error (MSE), Min Error (MinError) and Median 

Error (MedError) criterions as follows: 

M)E= _I-
3mxn 

n-lm-l 
" ""(1" ( .. ) 1" ( .. ))2 L.. L..L.. Ofg t,) - ,msf t,} 

G=R,G,B j={) i=O 

MAXJ 
PSNR=2010glO( � ) 

"MSE 

(16) 

(17) 

(18) 

(19) 

Here m and n are image width and height respectively, 

�g and r:'Cftlt are original and reconstructed images for 

color channel c respectively and MAXI is the maximum 
possible pixel value of the image. 
TABLE II shows the results of inpainting algorithms 
using the proposed and TV algorithm. The table shows 
that the distortion of the proposed algorithm is less than 
the TV algorithm. 

TABLE II: Results of Inpainting Algorithm for the Proposed and T V  

Algorithm 

Method Error Parameter 

T V  method MSE MinError MedError PSNR 

[12,15] 0.015 0.000006 0.02 18.15 

Our method 0.0082 0 0.02 20.87 
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5. Conclusions 
In this paper a new method for text localization, 

extraction and inpainting was proposed. The text 
localization algorithm was based on image gradient, 
which proper text verification algorithms were used to 
localize the text blocks efficiently. Then we estimated 
color for text and background areas and used color 
segmentation algorithm to extract text characters 
precisely. The proposed inpainting algorithm is also a fast 
algorithm which needs only one iteration. The proposed 
algorithms were tested with different images and video 
frames and compared with other algorithms. The 
experimental results showed the efficiency of the 
proposed algorithms in text localization, extraction and 
inpainting stages. 
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