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1. INTRODUCTION

The field of green supply chain management (GSCM) has been attractive in recent years from both academia and industry. Nowadays, operations of supply chain and logistics are most important activities in companies. Production and transportation activities are main sources of air pollution and greenhouse effect, which have harmful effects on human health. These aspects have raised concerns for reducing greenhouse gas emission and air pollution. Many countries have set strict plans to reduce their carbon emissions. For example, china in its 11th five year developing plan sets a clear objective to reduce the carbon emission by 10 percent. [1]

Management of industrial pollution is a critical issue for society. During early periods, industrial pollution was not an interesting topic for researchers. In economics, taxes have been proposed to manage consequences such as industrial pollution [2]. However, the debate of taxing caused by industrial activities was essentially the limit of the discussions at the time. Some of the earliest issues that can be tied to the today's greening of the supply chain have occurred even before
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configurations in a closed-loop network [12]. In this paper we are interested in the environmental investment decision making in the network design phase. [1]

Another dependent field is the classical supply chain network design problem. It determines configuration parameters such as number, location, capacity, and type of various facilities in the network. This problem covers a wide range of formulations from linear deterministic models [13, 14] to complex non-linear stochastic ones [15, 16]. Numerous researches dealing with the design problem of supply networks have been surveyed by Pontrandolfo and Okogba [17]. Researchers have attempted to extend the classical model by incorporating various factors such as transportation modes, risk management, tax issue, etc. Wang et al. [1] have considered the environmental investment decision in the design phase and in this paper we combine their model by transportation modes.

The supply chain network design problem is usually modeled as a single objective [18, 19]. Supply chain network design with multi-objective optimization is an influential trend worthy of study [1]. Adding transportation modes to Wang et al. [1] model would make it more reasonable and more practical in terms of actual applications. Some of recent studies in the field of green supply chain are briefly reviewed in Table 1. It shows that there are some potential fields to be studied. The distinguishing feature of our model is its consideration of environmental element which includes environmental level of facility and environmental influence in the handling and transportation process in different modes. This model will have an important application in the regional or global supply chain network design with environment consideration.

As it is mentioned in Table 1, multi modal models are not considered as well in green supply chain field. However, in real cases there are usually various mature modes of transportation like rail, road, air, sea or even electronic transportation; for example, in a book supply chain, distributors can sell electronic books instead of hard copies. Each mature transportation mode consists of different minor modes. For example, if decision maker choose road transportation, there are some other lower level choices like truck, mini-truck, van, motor cycle, bicycle, and so on. Each mature and minor mode has some advantages and disadvantages. For example, airplanes are fast, but they cannot be used for retailer’s activities and they have to mix with road transportation.

In this paper we proposed a multi-objective mixed-integer formulation for the supply chain network design problem, which considers the environmental investment decisions in the supply network design phase. Normalized normal constraint method [20] is used for solving this model in small sizes, which is a preferred method and can find a set of non-dominated solutions. For solving large size problems, NSGA-II method [21] is suggested, so that the results can be easily applied to the decision support systems which the industry needs.

The paper has been organized as follows: Section 2 describes assumptions and definition of the proposed model. In Section 3, solution approach is explained. In Section 4, the use of the proposed procedure is evaluated through computational experiments. Our concluding and suggestions for future researches are given in the final Section.

2. PROBLEM DEFINITION AND MODELING

The developed model contains two mature sets, \(N\) is the set of nodes and \(A\) is the set of arcs. \(N\) is composed by three levels, set of suppliers, \(S\), facilities, \(F\), and customers, \(C\). There is at least one arc between nodes of one level to the next level (like road, rail, etc.), but there is no arc between nodes at the same level. Customers’ demand is supposed to be known. We should choose the potential suppliers from suppliers set; decide which facility to open, and finally how to distribute the products (flow of routes). There is two objectives; the first objective is minimizing total cost of the network, and the second is minimizing total \(CO_2\) emission of the whole network (plants and routes). The main difference between this model and that of Wang et al. [1] is considering modes of transportations (multi modal) and capacity of routes. In other words, the model proposed by Wang et al. [1] is a special case of the developed model, hence this model is more similar to real cases. Figure 1 represents the model. Parameters of this model are as follows:

![Figure 1. The network consists of 3 suppliers, 2 facilities and 3 customers (An environmental protection level should be chose for each opened facility).](image-url)
TABLE 1. Review of some existing models in green supply chain field.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Number of levels</th>
<th>Multi periods</th>
<th>Multi products</th>
<th>Certain</th>
<th>Linear</th>
<th>Demand satisfaction</th>
<th>Location Allocation</th>
<th>Capacity</th>
<th>Transportation</th>
<th>Multimodal</th>
<th>Inventory</th>
<th>ProfitCost</th>
<th>Responsibility</th>
<th>Environment protection</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>Lee, D.H. et al. [22]</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>Yang et al. [23]</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>Pokharel et al. [24]</td>
<td>5</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>Amaro et al. [25]</td>
<td>4</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>Pan Zh. et al. [26]</td>
<td>5</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>El-Sayed [27]</td>
<td>7</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>Pishvaee et al. [28]</td>
<td>5</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>Wang et al. [18]</td>
<td>6</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>Pishvaee &amp; Torabi [29]</td>
<td>5</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>Kannan et al. [19]</td>
<td>6</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>Yang et al. [30]</td>
<td>4</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>Wang S.F. et al. [31]</td>
<td>5</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Shi et al. [32]</td>
<td>4</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Pishvaee et al. [33]</td>
<td>5</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Kenne et al. [34]</td>
<td>7</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Lundin et al. [35]</td>
<td>4</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Paksoy et al. [36]</td>
<td>10</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Wei J. et al. [37]</td>
<td>4</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Wang et al. [1]</td>
<td>3</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>Nealer et al. [38]</td>
<td>2</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>This research</td>
<td>3</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Parameters

- \( P \): the set of products
- \( A \): the set of arcs
- \( S \): the set of suppliers
- \( F \): the set of facilities
- \( C \): the set of customers
- \( M \): the set of routes existing between a pair of nodes
- \( d_{ip} \): the demand of customer \( i \) for product \( p \)
- \( s_{ip} \): the supply of supplier \( i \) for product \( p \)
- \( c_{ijm}^{p} \): transportation cost for product \( p \) from facility \( i \) to facility \( j \) by mode \( m \)
- \( C_{ajm} \): the capacity of arc \( m \) between node \( i \) and \( j \)
- \( f_{i} \): setup cost for facility \( j \)
- \( u_{j} \): the production capacity in facility \( j \)
- \( r_{j}^{p} \): capacities consumed by producing a unit of product \( p \) in facility \( j \)
- \( l_{j}^{p} \): production cost of product \( p \) in facility \( j \)

Decision variables

- \( y_{j} = \begin{cases} 1, & \text{if facility } j \text{ is open} \\ 0, & \text{otherwise} \end{cases} \)
- \( x_{ijm}^{p} \): the flow of product \( p \) from node \( i \) to node \( j \) at route \( m \)
- \( z_{j} \): the environmental protection level in facility \( j \)

For convenience, only CO\(_2\) emission is considered as the only environmental effect which can be measured easily and is a very popular index. \( z_{j} \) is associated with facility \( j \) and represents the environmental protection level. Higher level of environmental protection corresponds to more environmental investment but leads to lower CO\(_2\) emission \([1]\). \( g_{j}(z_{j}) \) is an increasing function which denotes the environmental investment in facility \( j \) at environmental protection level \( z_{j} \). \( w_{j}^{p}(z_{j}) \) is a decreasing function which denotes the CO\(_2\) emission in facility \( j \) for handling product \( p \), at environmental protection level \( z_{j} \). It is assumed that \( z_{j} \in [0,1,2,\ldots,L] \). \( c_{ijm}^{p} \) denotes the total CO\(_2\) emission considered by transportation product \( p \) from node \( i \) to node \( j \) at route \( m \). Objective functions can be defined as follows: Objective functions.
The first objective function measures total cost of whole supply chain network. The first term is the setup cost, the second term is the total production cost. The second objective function measures the total CO$_2$ emission by production activities in all facilities, and the second term denotes the total CO$_2$ emission by transportation products at the network in all routes.

Constraints:

\[ \sum_{i \in F} x_{ijm} - \sum_{i \in S} x_{ijm} = 0 \quad \forall j \in F \quad \forall p \in P \]  

(3)

\[ \sum_{i \in F} x_{ijm} = d_{ij} \quad \forall j \in C \quad \forall p \in P \]  

(4)

\[ \sum_{i \in F} x_{ijm} \leq s_{ij} \quad \forall i \in S \quad \forall p \in P \]  

(5)

\[ \sum_{p \in P} \sum_{i \in S} x_{ijm} \leq u_{ij} y_{ij} \quad \forall j \in F \]  

(6)

\[ \sum_{p \in P} x_{ijm} \leq C a_{ijm} \]  

(7)

\[ z_j = y_{ij} L \quad \forall j \in F \]  

(8)

\[ x_{ijm} \geq 0 \quad \forall (i,j) \in A \quad \forall m \in M \quad \forall p \in P \]  

(9)

\[ y_{ij} \in \{0,1\} \quad \forall j \in F \]  

(10)

\[ z_j \in Z \text{ and } z_j \in [0, L] \quad \forall j \in F \]  

(11)

Constraint (3) ensures that inputs of the network are equal to outputs. Note that there is no inventory stored in the network because this model is a single period. Constraint (4) implies that the demand of all customers would be satisfied. Constraint (5) is suppliers' capacity constraint. Constraint (6) states that the total processing requirement of all products produced in facility $j$ should not exceed the capacity of the facility, when it is opened and ensures that $x_{ijm}=0$ when facility $j$ is not opened ($y_j=0$). Constraint (7) ensures that the flow of each route should not exceed the capacity of the route. If one route has some physical or geographic conditions, its capacity can be defined. For example, if there is no airline between two nodes, capacity of that route is zero. Constraint (8) indicates that only one environmental level can be chosen less than $L$ for opening facility $j$. Constraints (9), (10) and (11) show that $x_{ijm}$ are non-negative, $y_j$ are binary variables, and $z_j$ are integers in interval $[0, L]$. The above model is an integer model and is not easy to solve [1]. For simplicity, some new variables are defined in next section to make it easier to solve.

### 3. SOLUTION APPROACH

First, due to the discrete and bounded property of $z_j$, we introduce a series of binary variables. This action decreases solution complexity.

\[
\begin{align*}
1, & \text{if the environment protection level is selected for facility } j \\
0, & \text{otherwise}
\end{align*}
\]

Note that one and only one environmental protection level can be selected. Hence, the following property can be reached:

\[ z_j = \sum_{l=1}^{L} z_{jl} l \text{ where } \sum_{l=1}^{L} z_{jl} = y_j, \quad \forall j \in F \]  

(12)

As the proof of this property we consider two cases. In the first case, the facility $j$ is opened. Hence, $y_j=1$. As one and only one environmental protection level is selected, therefore:

\[ \sum_{l=1}^{L} z_{jl} = 1 \]

Suppose that $l$ is selected. Hence, the following term can be easily verified:

\[ z_j = l = z_{jl} l = \sum_{l=1}^{L} z_{jl} l \]

In the second case, the facility $j$ is closed, that is, $y_j=0$. It follows that $z_{jl}=0$ for all $l$, and then:

\[ z_j = 0 = \sum_{l=1}^{L} z_{jl} l \]

As the summary of these two cases, we can conclude property is correct. Then, $g_{jl}$ and $w_{jl}$ can be defined as follows:

\[ g_{jl} = g_j(l) \quad \forall l \in L \]  

(13)

\[ w_{jl} = w_j(l) \quad \forall l \in L \]  

(14)

$g_{jl}$ represents fixed environmental investment in facility $j$ under $l$ environmental level, and $w_{jl}$ is per-unit CO$_2$ emission in facility $j$ at $l$ environmental level. For eliminating all $y_j$ based on the relationship between $z_j$ and $y_j$ we can redefine $f_{ij}$ such that:
A new type of decision variable is defined, $x_{jl}$, which measures the amount of product $p$ produced in facility $j$ at $l$ environmental protection level.

$$\sum_{i \in F} x_{jm}^p = \sum_{i \in L} x_{jl}^p$$

(15)

Now we can introduce the modified model:

$$\min \mu_1 = \sum_{p \in P} \sum_{j \in F} c_{ijm}^p x_{jm}^p + \sum_{j \in F} \sum_{l \in L} f_{jl} z_{jl}$$

$$+ \sum_{p \in P} \sum_{j \in F} x_{jl}^p$$

(16)

$$\min \mu_2 = \sum_{p \in P} \sum_{j \in F} w_{jl}^p x_{jl}^p$$

$$+ \sum_{p \in P} \sum_{j \in F} e_{ijm} x_{jm}^p$$

$$\sum_{i \in F} x_{jm}^p - \sum_{i \in L} x_{jm}^p = 0$$

$$\forall j \in F \quad \forall p \in P$$

(17)

(18)

$$\sum_{i \in F} x_{jm}^p = d_j^p$$

$$\forall j \in F \quad \forall p \in P$$

(19)

$$\sum_{i \in F} x_{jm}^p \leq s_j^p$$

$$\forall i \in S \quad \forall p \in P$$

(20)

$$\sum_{p \in P} r_{jl}^p z_{jl} \leq u_j z_{jl}$$

$$\forall j \in F \quad \forall l \in L$$

(21)

$$\sum_{i \in F} x_{jm}^p \leq C a_{ijm}$$

$$\forall (ij) \in A \quad \forall m \in M$$

(22)

$$\sum_{i \in F} x_{jm}^p - \sum_{i \in L} x_{jm}^p = 0$$

$$\forall j \in C \quad \forall p \in P$$

(23)

$$z_{jl} \leq 1$$

$$\forall j \in F$$

(24)

$$x_{jm}^p, x_{jl}^p \geq 0$$

$$\forall (ij) \in A \quad \forall p \in P \quad \forall l \in L$$

$$\forall j \in F \quad \forall m \in M$$

(25)

$$z_{jl} \in \{0,1\}$$

$$\forall j \in F \quad \forall l \in L$$

(26)

In the above formulation, constraints (18), (19), (20), and (22) are the same as before. Constraint (21) results from constraints (6) and (12). Constraint (23) is the same as Equation (5). Constraint (24) ensures that all facilities can be opened at only one environmental protection level. Constraints (25) and (26) define the variable types. It is well known that there exist multiple non-dominated solutions for a multi-objective optimization problem, called pareto optimal. In this paper the normalized constant constraint method by messac et al. [20] is applied to solve the multi-objective model. This method can yield a well-distributed set of all available pareto solutions [1]. The basic idea is that we should first normalize the objectives, and install a new constraint to find the pareto solution in each step.

First of all, we should solve the modified model with each objective function separately and get the objective value $\mu_1$ and $\mu_2$ corresponding to first and second objectives, respectively. After that, we normalize the two objectives by using the Equation (27). For each vector $\mu = [\mu_1(x), \mu_2(x)]^T$, the normalization design matrix is as follows:

$$\overline{\mu}(x) = [\overline{\mu}_1(x), \overline{\mu}_2(x)]^T$$

(27)

Hence;

$$\overline{\mu}(x^n) = [0,1]$$

and

$$\overline{\mu}(x^n) = [1,0]$$

To tune the steps of the pareto solutions we have a trade-off between the speed in solving the problem and the accuracy of the pareto solutions, where the more solution number $k$, causes the less speed but more accurate. Hence, we set $k=30$ and the step $\delta=1/(k-1)=1/29$ which is a proper number of the point in the pareto solutions, and the model can be solved in a reasonable time. Given the weight $0 \leq \alpha_j \leq 1$ that is used in each step for shift the added constraint by $\delta$ to find pareto solutions.

$$\alpha_j = \delta \times j \quad j = 0,1,\ldots,m-1$$

(28)

We can generate the corresponding pareto points by solving the following sub-problem.

**Sub-problem for $j$th point ($j=0, 1, 2, \ldots, m-1$)**

$$\min = \overline{\mu}_j(x)$$

Subject to: Equation (18) - (26)

$$\overline{\mu}_j(x) - \overline{\mu}_j(x^n) \leq \frac{\mu_1(x) - \mu_1(x^n)}{\mu_1(x^n)}$$

$$\overline{\mu}_j(x^n) - \mu_2(x^n) \geq \frac{\mu_2(x) - \mu_2(x^n)}{\mu_2(x^n)}$$

(29)

(30)

Note that we should solve the above sub-problem m times and solving each sub-problem would get a pareto point, which is a component of the pareto solutions. As it is shown in Figure 2, the pareto solutions is reached by joining pareto points of each steps. Our practical instances shows adding constraint (30) has little effect on computational time of the sub-problems; and all sub-problems can be solved in a reasonable time.
4. COMPUTATIONAL EXPERIMENTS

In this section we want to portrait a real scenario for demonstrating the solutions at first and after that we focused on the sensitivity analysis and its managerial insights. Finally, we have focused on the solution approach in different sizes. The problem is solved by GAMS 2.0.3.1 and MATLAB 2010a. All the experiments are conducted on a PC with Intel Core 2 Duo 2.40 GHz and 2 GB RAM. Although the data for the cases are randomly generated, they can nearly fit a real environment.

4.1. Numerical Examples

In this section an example is created by random data to evaluate the model and solution approach. The example is a mid-size network that has 11 nodes (5 customers, 3 facilities and 3 suppliers). Four environmental protection levels are assumed and there are 3 routes between each pair of nodes. The example is solved by GAMS 2.0.3.1 and the results are reported as follows.

The decision variables are (1) which facilities should be opened, and (2) which environmental protection level should be chose for opened facilities, (3) which suppliers should be selected, (4) the flow of products between suppliers, facilities and customers, (5) the flow of products at each route between nodes.

First, the modified model solved with first objective and $\mu_1(x^{*})=476.42$ and $\mu_2(x^{*})=2827.4$ is obtained. Then, the modified model solved with the second objective and $\mu_1(x^{*})=841.08$ and $\mu_2(x^{*})=1747.9$ is obtained. Now, we can normalize the objectives for using in normalized normal constraint method by Equation (27).

Therefore, $k=30$ sub-problems should be solved to obtain the pareto solutions. Each sub-problem is solved and the normalized pareto solutions are reported in Table 2. Note that normalized solutions should be at interval $[0, 1]$ because the scale of objectives is removed by normalizing; hence, we can plot the normalized solutions at one diagram. Figure 3 shows the pareto solutions achieved in Table 2. Since the solver of GAMS cannot result the global optimum, a partial entropy is observed at $j=4$ and $j=9$.

For more clarification, solution of the example is shown in Figures 4 and 5. Figures 4 and 5 show the solutions corresponding to $\alpha=1$ and $\alpha=0$ respectively. In other words, Figure 4 shows optimal solution of second objective function and Figure 5 that of the first objective function. Note that in order to avoid complexity in figures, just the flow of first product is shown in Figures 4 and 5 and there are 5 more products.

4.2. Comparison with $\varepsilon$-Constraint

Epsilon-constraint method is a useful method for finding pareto optimal line, which is used by many researchers [39]. In
this section the numerical example is solved by ε-constraint method with the same steps (α=30), and the results are reported in Figure 4. As it is shown in Figure 4, normalized normal constraint method is more accurate for finding pareto optimal line at the same step sizes. Hence normalized normal constraint approach is more efficient for solving this model.

4.3. Sensitivity Analysis  We are interested in how capacity impacts the decision making. We define a “capacity ratio” which is the ratio of total network capacity over the total demands [1]. We vary this ratio from 1.2 to 1.6 and obtain a series of Pareto frontiers which are shown in Figure 7. It is clearly evident that the Pareto optimal curves move from right to left as the ratio increases from 1.2 to 1.6. It implies that, at the same CO₂ emission level, larger capacity ratio leads to less total cost. While at the same total cost, CO₂ emission is decreased by capacity ratio, as expected. In other words, supply chain network with larger capacity leads to lower total cost and lower CO₂ emission. That is mainly because when the surplus capacity is installed, the network provides more flexibility to conduct the logistics such that the cost and the CO₂ emission in the transportation process will reduce. The higher capacity may also provide possibilities that fewer facilities can be built and fixed costs will reduce. Note that the capacity is assumed external and given. In fact, it is possible that installing more capacity needs extra expense. Therefore, the decision maker can decide whether to improve the capacity of the network or not by examining this series of Pareto frontiers.

We are also interested in how supply impacts the decision making. We define a “supply ratio” that is the total network supply over the total demands. We vary this ratio from 1.2 to 1.6 and obtain a series of Pareto frontiers which are shown in Figure 8. It shows that when the supply ratio becomes larger, both CO₂ emission and total cost will decrease. This tells us that increasing the supply can reduce both the CO₂ emission and transportation cost because it is not necessary to get the products from a distant supplier. As a result, if possible, it is best for the decision maker to have the richer supply and closer to facilities in order to reduce the transportation CO₂ emission and transportation cost.

Figure 4. Optimal flow of first product (α=1)

Figure 5. Optimal flow of first product (α=0)

Figure 6. Comparison with ε-constraint

Figure 7. Pareto optimal of different capacity ratio.
4.4. Evaluation Of The Model In Large Sizes In this section, we evaluate the model in different sizes. As the objective of this study is to discover potential strategic managerial insights, we choose a mid-size sample for numerical examples because it is sufficient to represent its real supply chain network and it is computationally manageable. But, for evaluation of the efficiency of the model in large size problems, we compared GAMS results with "Non Dominated Sorting Genetic Algorithm-II" method (NSGA-II).

The proposed NSGA-II was first introduced by Deb et al. [21]. In the first step of NSGA-II algorithm, an initial population $P_0$ is generated, randomly. In each generation $t$, the following processes are carried out. All the offspring chromosomes $Q_t$, the population of children, are created with operations namely selection, crossover and mutation and then evaluated.

Then, all the individuals from $P_t$ and $Q_t$ are ranked and they are placed in varying fronts. First Pareto front which is not dominated by other front is constituted and includes all the non-dominated solutions. In order to find the solutions in the next front, only the remaining solutions are considered. We repeat this process until ranking of all solutions are carried out and they are assigned to several fronts. After that, the best solutions, in the best front and with the most crowding distance, are selected for the new population $P_{t+1}$. This generation is stopped if the stopping criterion is satisfied. The overall structure of the NSGA-II is as follows:

- Create the initial population $P_0$ of size $N$
- Estimate generated solutions
- Rank these solutions by non-domination and sort them by crowding distance
- While stopping criterion is not verified do
  - Generate the offspring population $Q_t$ by selection, crossover and mutation
  - Constitute the populations of parents and the children in $R_t = P_t \cup Q_t$
  - Sort the solutions of new population $R_t$ in different Pareto fronts $F_i$ by the Pareto dominance
  - $P_{t+1} = 0$
  - $i = 1$
  - While $|P_{t+1}| + |F_i| < N$ do
    - $P_{t+1} = P_{t+1} \cup F_i$
    - $i = i + 1$
  - End while
- Include in $P_{t+1}$, $N - |P_{t+1}|$ solutions of $F_i$ by descending order of the crowding distance
- End while

In this paper, to solve NSGA-II, the number of population is set to 100, termination criterion is set to 100 and the crossover ratio is set to 1 with the possibility of 0.3. We set mutation probability equal to 0.45 and a mutation rate equal to 0.1. For mutation and crossover operations, we have used competitive method. The chromosomes in the proposed algorithm are defined as follows: $\{Obj_1, Obj_2, x_{ij}^c, z_j\}$. The first and second terms are the values of objective functions. The third term is the flow of products between each route; Note that $y_j$ (the opened facilities) will be defined by this term. And the last term ($z$) is environment protection level in each open facility.

4.4.1 Quality of Solutions In this paper, we use different indexes to measure the performance of the algorithm such as the number of Pareto optimal solutions, quality of Pareto optimal solutions, CPU times, etc.

Uniform distribution of Pareto optimal solutions is the first index, which shows how close the Pareto optimal solutions are, and it is as follows:

$$S = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (d_i - d)^2}$$  \hspace{1cm} (31)

where $n$ is the number of Pareto optimal solutions, $d_i$ the distance to the $i$th closest optimal solution which is calculated as follows:

$$d_i = \min_{j} \left( |f_i^*(x) - f_i^j(x)| + |f_j^*(x) - f_i^j(x)| \right)$$  \hspace{1cm} (32)

It is clear that smaller value of $S$ represents better values.
Quality of solutions is the second index. Let $A$ and $B$ be the quality of the solutions obtained by two algorithms. $C(A,B)$ is defined as the ratio which is calculated as follows:

$$\frac{\text{Number of solutions } B \text{ dominated by Solutions } A}{\text{Number of solutions } B}$$

(33)

Similarly we have:

$$\frac{\text{Number of solutions } A \text{ dominated by Solutions } B}{\text{Number of solutions } A}$$

(34)

And:

$$Q(A, B) = \frac{C(A, B)}{C(A, B) + C(B, A)}$$

(35)

$$Q(B, A) = \frac{C(B, A)}{C(A, B) + C(B, A)}$$

(36)

$$Q(A, B) + Q(B, A) = 1$$

(37)

It is obvious that better quality solutions are more desirable.

The other index is the diversity of the solutions, which can be calculated as follows:

$$D = \sum_{i,j} \max |f_i(i) - f_j(j)|$$

(38)

In Equation (38), $i$ and $j$ are the index of solutions and $k$ is the index of the objective functions.

We have evaluated the algorithms in five different sizes which are introduced in Table 3. Each size is solved 30 times with random examples and the averages of the results are reported in Tables 4 to 8. The results show that for the small size problems GAMS performs accurate and fast. But for solving the medium and large sizes NSGA-II is suggested. Small size problems are solved with $\varepsilon$-constraint and NNC. Although $\varepsilon$-constraint is a little faster than NNC, but in the case of other indexes (such as number of pareto solutions, diversity of pareto solutions, and standard deviation of pareto solutions) NNC performs much better. Hence, according to the numerical examples, in small size problems NNC method is suggested and in medium and large sizes, the proposed NSGA-II can perform as well.

**TABLE 3. The size of test problems**

<table>
<thead>
<tr>
<th>Test Problems</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customers</td>
<td>5</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>80</td>
</tr>
<tr>
<td>Facilities</td>
<td>3</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>Suppliers</td>
<td>3</td>
<td>6</td>
<td>12</td>
<td>24</td>
<td>48</td>
</tr>
<tr>
<td>Products</td>
<td>6</td>
<td>6</td>
<td>12</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>Environment investment levels</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Routes</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

**TABLE 4. Solution time.**

<table>
<thead>
<tr>
<th>Size</th>
<th>$\varepsilon$-constraint</th>
<th>Normalized normal constraint</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.46</td>
<td>2.09</td>
<td>61.42</td>
</tr>
<tr>
<td>2</td>
<td>28.41</td>
<td>28.72</td>
<td>191.14</td>
</tr>
<tr>
<td>3</td>
<td>Out of memory</td>
<td>Out of memory</td>
<td>673.15</td>
</tr>
<tr>
<td>4</td>
<td>Out of memory</td>
<td>Out of memory</td>
<td>2180.56</td>
</tr>
<tr>
<td>5</td>
<td>Out of memory</td>
<td>Out of memory</td>
<td>10678.73</td>
</tr>
</tbody>
</table>

**TABLE 5. The number of pareto solutions.**

<table>
<thead>
<tr>
<th>Size</th>
<th>$\varepsilon$-constraint</th>
<th>Normalized normal constraint</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30.87</td>
<td>30.93</td>
<td>52.02</td>
</tr>
<tr>
<td>2</td>
<td>30.83</td>
<td>30.87</td>
<td>44.37</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>35.7</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>28.70</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>17.23</td>
</tr>
</tbody>
</table>

**TABLE 6. The quality of pareto solutions.**

<table>
<thead>
<tr>
<th>Size</th>
<th>$Q(\varepsilon$-constraint, NNC)</th>
<th>$Q($NNC, NSGA-II$)$</th>
<th>$Q($NSGA-II, NNC$)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Divide by 0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Divide by 0</td>
<td>0.96</td>
<td>0.04</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**TABLE 7. The diversity of pareto solutions.**

<table>
<thead>
<tr>
<th>Size</th>
<th>$\varepsilon$-constraint</th>
<th>Normalized normal constraint</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1324.33</td>
<td>1337.2</td>
<td>1312.81</td>
</tr>
<tr>
<td>2</td>
<td>3150.32</td>
<td>3176.34</td>
<td>3157.1</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>7022.51</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>18355.33</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>47180.74</td>
</tr>
</tbody>
</table>

**TABLE 8. Standard deviation of the pareto solutions.**

<table>
<thead>
<tr>
<th>Size</th>
<th>$\varepsilon$-constraint</th>
<th>Normalized normal constraint</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95.67</td>
<td>23.46</td>
<td>101.5</td>
</tr>
<tr>
<td>2</td>
<td>106.73</td>
<td>38.83</td>
<td>94.38</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>80.45</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>116.78</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>143.08</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this paper a green supply chain network is analyzed which considers total cost as the first objective as well as environmental effects of production and transportation processes as the second objective.
Normalized normal constraint method has been compared with ε-constraint for small size problems. The results showed that NNC is better than ε-constraint for achieving pareto solutions in small sizes. The small size problems are solved by GAMS 2.0.3.1 and for medium and large sizes we have suggested NSGA-II algorithm. The results show that this approach can obtain pareto solution in a reasonable time and the proposed model can be used in a real supply chains.

As a future research, one can consider a fuzzy approach for non-deterministic models. The reverse logistic can be applied in the same model or closing the loop of the network can be considered as some other areas for future studies.
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